ABSTRACT
We describe a novel method for searching 3D model collections using free-form sketches within a virtual environment as queries. As opposed to traditional Sketch Retrieval, our queries are drawn directly onto an example model. Using immersive virtual reality the user can express their query through a sketch that demonstrates the desired structure, color and texture. Unlike previous sketch-based retrieval methods, users remain immersed within the environment without relying on textual queries or 2D projections which can disconnect the user from the environment. We show how a convolutional neural network (CNN) can create multi-view representations of colored 3D sketches. Using such a descriptor representation, our system is able to rapidly retrieve models and in this way, we provide the user with an interactive method of navigating large object datasets. Through a preliminary user study we demonstrate that by using our VR 3D model retrieval system, users can perform quick and intuitive search. Using our system users can rapidly populate a virtual environment with specific models from a very large database, and thus the technique has the potential to be broadly applicable in immersive editing systems.

1 INTRODUCTION
In recent years, with the rapid growth of interest in 3D modeling, repositories of 3D objects have ballooned in size. While many models may be labeled with a few keywords and/or fields that describe their appearance and structure, these are insufficient to convey the complexity of certain designs. Furthermore, in many existing databases, these keywords and fields are incomplete. Thus query-by-example methods have become a very active area of research. In query-by-example systems, the user typically sketches elements of the object or scene they wish to retrieve. A search system then retrieves matching elements from a database. In our system, the user is immersed in a virtual reality display. We provide a base example of the class of object to act as a reference for the user. The user can then make free-form colored sketches on and around this base model. A neural net system can analyze this sketch and retrieve a model proposed by Su et al. [6], which we briefly outline below and describe the content of the model. We apply the Multi-View CNN model proposed by Su et al. [6], which we briefly outline below and can be seen in Fig. 1. To generate a single vector description of a model the chair is projected into 12 distinct views as show in Fig. 1 (a). Each view is then described by an independent CNN model. The standard VGG-M network is applied from [2], consisting of five convolutional layers and three fully connected layers. We apply this network to our dataset, generating the 12 images through a virtual camera that takes snapshots from different point of views.

2 3D SKETCH-BASED RETRIEVAL
Searching for a model in a large collection using 2D sketches can be tedious and require an extended period of time. It also requires a particular set of skills, such as understanding perspective and occlusion. By using virtual reality this experience can be improved because ambiguity between views is greatly reduced and the user no longer has to hallucinate the projections from 2D to 3D. A novel aspect of our method is that we allow users to make sketches directly on top of existing models (see in Fig. 2). The users can express color, textures and the shape of the desired object.

2.1 Pre-Processing
Drawing from current state-of-the-art model descriptions approaches we apply a multi-view convolutional neural network architecture to describe the content of the model. We apply the Multi-View CNN model proposed by Su et al. [6], which we briefly outline below and can be seen in Fig. 1.

To generate a single vector description of a model the chair is projected into 12 distinct views as show in Fig. 1 (a). Each view is then described by an independent CNN model. The standard VGG-M network is applied from [2], consisting of five convolutional layers and three fully connected layers. We apply this network to our dataset, generating the 12 images through a virtual camera that takes snapshots from different point of views.

2.2 Online Queries
At query time, 12 images are generated from the users’ sketches and, optionally the current 3D model that is the best match, and a forward pass through the network returns the descriptor. After comparing the descriptor with the descriptor collection the system replies with the K-nearest models that fit the input sent. We provide the user two ways to perform the query: sketch-only query or both sketch and model query. This is achieved by enabling or disabling the visualization of the model (see in Fig. 1). After the system proposes results, if the target model is not present the user can edit the sketch or conversely can replace the current model with a new one that better matches represents the desired target. This facilitates a step by step refinement to navigate through the visual feature space of
The advantage of this method is that the quick system’s response (a few seconds) enables fast iterative refinement. When the system receives a different combination of sketch and model it will retrieve a different set of chairs.

3 Discussion
In tests with users we found that it is possible, through an iterative process of sketching and model selection, to perform an effective search for a model in a large database while immersed in a virtual environment. Two different strategies emerged from the experiment. The first and more intuitive approach is to make a single sketch and detail it step by step until most features of the chairs are resolved without replacing the model. The user can interrogate the system to have a feedback but essentially will continue to sketch. The downside is that the user can waste time on detailing a sketch and, in addition, can depict features that are not so relevant. Determining whether features are relevant or not is not a trivial task for two reasons. The first one is that different users will over-rate the saliency of the feature. The second one is the possibility that the specific feature is common to many database objects. In both cases the participant experiences an unsatisfactory answer from the system as it proposes a chair set without that feature or conversely many chairs containing it. The second approach is to only model differences to the current object: that is the user queries the system and then only adds features that are different in the target object. The advantage of this method is that the quick system’s response (~2 seconds) enables fast iterative refinement. When the system receives a different combination of sketch and model it will retrieve a different set of chairs.

4 Conclusion
The benefits of the virtual reality in the field of scene modeling have been investigated for several years. Previous research has focused on free-form modeling rather than developing a way to retrieve models from a large database. Current strategies for navigating an existing dataset use queries on tags or show to the user the entire set of models. In addition, large collections can suffer from a lack of meta-information which hampers model search and thus excludes part of the dataset from query results. We proposed a novel interaction paradigm that helps users to select a target item using an iterative sketch-based mechanism. We improve this interaction with the possibility of combining sketches and a background model together to form a query to search for a target model. An experiment collected information about the time taken to complete the task and user experience rating. We believe that sketch-based queries are a very promising complement to existing immersive sketching systems.
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