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Abstract. In an era of global interconnections, storytelling is a com-
pelling medium for fostering understanding, building connections, and
facilitating cultural exchange. Throughout history, visual imagery has
been used to enrich narratives. However, this has been a privilege for
those with artistic skills. Artificial Intelligence, specifically Generative
AI, has the potential to democratize the process, allowing individuals to
bring their narratives to life visually, regardless of their artistic prowess.
To address this challenge, we developed an AI-powered tool called Ar-
tAI4DS (Art AI for Digital Storytelling), that employs generative images
(i.e., from Stable Diffusion) created from story-derived keywords. Ar-
tAI4DS emerged from a research process starting with a ‘Wizard of Oz’
pre-workshop, which informed the structure of a subsequent co-design
workshop. Here, participants’ hand-drawn images were compared with
AI-generated ones, providing insights into user preferences and tool effi-
cacy. The ArtAI4DS then went through four iterative prototypes, draw-
ing valuable insights from various participants. The tool’s refinement
process balanced the intricate duality of human creativity and techno-
logical innovation, culminating in an artistic expression platform that
transforms stories into vivid and captivating images. The final tool, eval-
uated through user interviews and AttrakDiff questionnaire, showcases
its potential as an engaging platform for transforming narratives with
solid user affirmation of its motivational and emotional resonance.

Keywords: Digital Storytelling · Creativity Support Tools · Generative
Art · Co-Design

1 Introduction

Storytelling, an intrinsic part of human nature, has been a bridge connecting
diverse generations, cultures, and civilizations from ancient campfires to modern
digital platforms [50]. Particularly for exchange students, storytelling chronicles
their unique journeys through diverse cultural backgrounds, personal challenges,
and transformative experiences supported in Europe by the Erasmus+ program.
These narratives serve as personal tales and a testament to the rich cultural
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exchange that strengthens the European community’s bonds. However, there’s
a limitation: finding the perfect imagery to complement these tales.

With the dawn of the digital age, storytelling has taken on new dimensions.
Modern tools enable the creation of digital stories, combining traditional nar-
ratives with multimedia elements such as images, video clips, and audio [37,
30]. Artificial Intelligence (AI) is a promising solution to this visual conundrum.
With the advent of image generation, technologies like Generative Adversarial
Networks (GANs)[49] and Diffusion [11] can craft imagery that aligns seam-
lessly with narratives [24, 34]. The use of AI has the potential to create a richer,
more vivid platform for exchange students to recount their adventures. Fusing
compelling narratives and powerful AI-generated imagery holds untapped po-
tential [44]. An example is an exchange student describing a day at a historic
European monument; AI can generate detailed visuals of the location, adding
depth and context to the tale. Beyond just generating images, AI offers a per-
sonal touch, tailoring each visual to the unique narrative of every student’s story.
Users gain inspiration by directly prompting Generative AI (GenAI); the AI gen-
erative process is iteratively refined by modifying the prompt to promote deeper
exploration and expression of their story’s imaginary and visual outputs[18].

The synergy between AI and storytelling remains largely unexplored. Ac-
cording to Kexue Fu et al., the challenges faced in the GenAI co-creation include
diverging from the author’s anticipated outcomes. However, this deviation from
expectations can stimulate participants’ creativity and expand their initial nar-
ratives. The influence of GenAI on the user experience of authors presents both
benefits and drawbacks, highlighting the necessity for improved design strate-
gies in GenAI authoring co-creation processes so to take advantage of inspi-
ration while reducing inconsistencies and biases, particularly in contexts that
demand creative storytelling with GenAI support [18]. Therefore, for ArtAI4DS,
we research the challenge of combining AI Visuals with storytelling, aiming to
amplify and enrich the tales of exchange students. Therefore, our contribution
is a platform where stories come alive, enhanced by vivid, tailor-made visuals,
thus redefining the storytelling experience. The platform is initially guided by a
‘Wizard of Oz’ experiment to guide the iterative development process, which is
then evaluated using AttrakDiff.

2 Related work

We consider works related to Digital and Visual storytelling to provide a method-
ological background. We then discuss specifics associated with Creativity Sup-
port Tools and image-generation techniques.
Digital Storytelling Storytelling is a timeless human tradition. With the pro-
liferation of technology and online platforms, narratives have transcended the
confines of linear progression, giving birth to diverse forms of digital storytelling.
Such approaches include different types of storytelling: linear, non-linear, adap-
tive, collaborative, geolocation and transmedia [8, 9, 40, 41, 13, 12].
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Visual Storytelling: In digital storytelling, visual elements are pivotal in capti-
vating audiences and conveying compelling narratives. Visual storytelling lever-
ages a wide array of visual media to engage the senses and cater to the increas-
ingly visual nature of contemporary audiences. This includes image-centric sto-
rytelling, which places images at the forefront and is frequently employed in pho-
tography exhibitions, graphic novels, and online image galleries [14]. Video nar-
ratives combine moving images, sound, and structured storytelling, making them
key formats for short films, documentaries, and online content [25]. Data visu-
alization storytelling distills complex information into digestible stories through
interactive data visualizations and infographics [28]. Interactive visual stories
blur the line between audience and author, allowing users to make choices, click
on elements, and explore various story branches [15]. Immersive technologies like
virtual reality (VR) and augmented reality (AR) narratives enable users to step
into the narrative, interact with characters, and explore environments [5, 39].
Animation, whether in 2D or 3D motion graphics, adds life to stories and is ver-
satile in representing abstract concepts, whimsical tales, and complex narratives
[55]. The choice of medium depends on the story’s purpose, target audience, and
the desired emotional impact. In the digital age, visual storytelling continues to
evolve, expanding the realm of narrative possibilities.

Creativity Support Tools (CSTs) with AI Creativity Support Tools (CSTs)
have emerged to foster new forms of expression, aiding users across various me-
dia like graphic design, video editing, and data visualization [42, 17]. Recent
breakthroughs have integrated Artificial Intelligence (AI) into CSTs, enhancing
their capabilities and transforming them into collaborative co-creators [29, 20,
7]. Bala et al.’s work exemplifies this concept by presenting an AI-powered au-
thoring tool tailored for Cultural Heritage storytelling [6]. Modern CSTs focus
on specific user communities and integrate intricate interactions [27, 22].

Large Language Models (LLMs), for example, ChatGPT[4], have revolution-
ized the AI and CST landscape. Trained on extensive text data, these models
produce human-like text, aiding artists in content creation and fostering broader
engagement [3, 16]. Similarly, Image generation has witnessed rapid progress
from early Variational Auto-Encoders (VAEs) to generate images conditioned by
captions [36, 23]. Subsequent evolution brought in Generative Adversarial Net-
works (GANs) that improved image fidelity and catered to zero-shot prompts
[49]. Subsequently, diffusion models introduced a probabilistic iterative refine-
ment approach to image generation, resulting in images of exceptional quality
and realism [54, 11] frequently relying on language models such as CLIP [45].
Well-known tools such as Dall-E 2 by OpenAI combine diffusion and CLIP tech-
niques [46], which is similarly applied in Stable Diffusion, Dall-E 2, and Mid-
journey. Seltzer [53] comparison revealed distinct strengths and use cases for
each model. While Midjourney operates through Discord, Stable Diffusion offers
both online and offline usage, and DALL-E 2 provides a web-based interface
with limited free access [1]. For ArtAI4DS AI-assisted illustrations, Stable Dif-
fusion stands out as the prime choice due to its blend of versatility and quality.
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Image generation has evolved exponentially, with models like Stable Diffusion
showcasing the potential of marrying art with technology.

The conceptual potential of image generation [47, 45] has also been explored
to relate to emotion [31]. However, CSTs, while enriching text with AI advance-
ments and reshaping the boundaries of creative expression, need to incorporate
significant strides for visual elements that we address.
Story Illustration using AI: The visualization of stories presents a unique
challenge. While narratives teem with emotions and contexts, their transforma-
tion into imagery is intricate. Several works have ventured into story visual-
ization. For instance, research has explored storyboarding based on narrative
sentences [10], co-creative systems for children’s visual storytelling [57], and AI
algorithms to modify prompts for story illustration [33]. Meta’s "Make-A-Scene"
showcased the potential of controlling image elements to illustrate stories [19]. A
myriad of other works, such as "Show me a story" [48] and Yturrizaga-Aguirre’s
proposal [56], have also made strides in the domain.

Recent advancements have gone beyond individual illustrations, aiming to
generate narratives with text and images. For instance, the Long Stable Diffu-
sion model can create a whole book, although direct text conditioning might lead
to irrelevant images. Similarly, StoryGAN [32] and StoryDALL-E [35, 43] employ
their respective underlying models for generating a visual sequence correspond-
ing to textual story descriptions. Alternatively, StoryBook [2] introduces a zero-
shot storybook creation, while TaleCrafter [21] enables interactive story visual-
ization. A challenge to approaches is often character consistency, which Dream-
Booth [51] addressed. Focusing on specific demographics, the AIStory [26] pro-
totype offers interactive storytelling experiences for children. Similarly, Ruskov
et al. [52] introduced an approach that attempts to illustrate fairy tales us-
ing prompt engineering, detailing a four-stage process and exploring challenges
faced by generation models. Despite the advancements, all approaches take a
data-driven approach to storytelling. Therefore, there remains a domain gap in
achieving design-centric narrative translations. As the field evolves, a deeper
understanding and narrowing of the gap is pivotal, which we begin to address.

3 ArtAI4DS: Art AI for Assistive Digital Storytelling

To create ArtAI4DS, we initially designed a Wizard-of-Oz style study to under-
stand how participants could use AI-generated imagery in their story illustration
process. Therefore, the participants were asked to write a story, illustrate it, and
then reflect on images generated by the expert, i.e. the wizard (Sec. 3.1). We
then used the stories to guide selection of one of six State-of-the-Art automatic
keyword selection methods through an online survey. We then use the study
outcomes to inform the initial prototype for an iterative co-design process to
refine and develop the ArtAI4DS tool (Sec. 3.2). The process of development is
conceptualized in Figure 1. Finally, we outline the details of the final version of
the tool, including specific implementation details in Section 3.5. For all studies,
we recruit students from Instituto Superior Técnico (IST) of the University of
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Fig. 1: ArtAI4DS Methodology: We start from a wizard-of-oz study to concep-
tualize the tool, then identify the prompt generation method, then expand these
requirements through a co-design group session and finalize the prototype tool
through an iterative refinement process.

Lisbon and, where possible, Erasmus+ students. We provide the nationality of
students throughout the sections to provide context.

3.1 How people tell stories with accompanying art: A Wizard of Oz
Study

Methodology: To ground the study, we applied a Wizard-of-Oz style study, in
which we created an environment where participants believed they were engag-
ing with a Generative Art AI; however, behind the scenes, human intervention
shaped the experience. The study comprised four stages: i) narrative crafting
and writing, ii) manual illustration, iii) AI-driven image generation, and iv) re-
flective comparison and analysis. Our AI-driven image generation exploratory
path is bifurcated into two strategies: the focused Keyword-driven Illustration
and the Complete Phrase Inputs approach. To delve deeper into our participants’
experiences and perceptions, we employed a set of guiding questions, ensuring
our dialogues remained insightful and purposeful. The questions were as follows:

– Do these generated images and your illustrations represent the story well?
– Is there something missing from the generated images or something you

would change?
– What are the pros and cons of your sketches vs. the generated images?
– Would generating these images change something in the way you told your

story?

Study Participants: This study consisted of three participants: P1, an Ital-
ian Agronomy student with insights into regional diversity; P2, a Brazilian and
Italian Philosophy student contributing philosophical insights; and P3, a Greek
and Austrian Fine Arts graduate currently residing in Florence, who added a
creative dimension to the project.
Study Insights: Based on semi-structured interviews, several key themes emerged.
P1 stressed the importance of accuracy in depicting regional details and valued
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Fig. 2: Average Keyword Extraction Model Satisfaction Ratings

user-generated content for its emotional connection. P2 emphasized the need for
accuracy and emotional depth in images, while P3, with a fine arts background,
highlighted the gap between AI-generated images and the intended emotional
depth, emphasizing the importance of artistic interpretation and symbolism.
These insights have been instrumental in refining our approach and aligning it
more closely with user expectations and the nuances of storytelling. An obser-
vation from the expert, which we also took to the co-design workshop, was the
need for a repeatable method of creating prompts from users’ stories to generate
images. It was identified that using only the paragraph of text generated highly
unrelated imagery, and therefore, the expert needed to derive a prompt (i.e.,
keywords) from the text to get an appropriate image.

3.2 Prompt Generation

To address the issues with selecting keywords for the prompt, we employ a survey
of different techniques for extracting keywords from a given story paragraph.
Keyword extraction in our setting aims to capture the essence of a narrative.
Keyword Extraction Methods Survey: We employed a variety of approaches
to understand the prompts needed. These ranged from straightforward tech-
niques like inputting the full paragraph to more nuanced models like Keybert,
which leverages the BERT architecture. We also explored Rake, an unsuper-
vised keyword extraction model; Sentiment Analysis from NLTK, which infuses
emotional resonance into keyword extraction; Spacy, a robust natural language
processing library; Text Rank, an algorithmic approach inspired by Google’s
PageRank; and Text Razor, another unsupervised model; and Yake, likewise an
unsupervised method. We conducted illustrative experiments using the stories
from our previous Wizard-of-Oz study. These stories underwent keyword extrac-
tion via all the different models and the generation of the corresponding image.
Participants were then asked to select the preferred image based on its relevance
to the text.
Study Participants: University of Lisbon students evaluated the images they
produced. Five were selected, four of whom had an electrical engineering back-
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(a) Full paragraph (b) Keybert (c) Rake (d) Sentiment

(e) Spacy (f) Text Rank (g) Text Razor (h) Yake

Fig. 3: P3’s story illustrated with various techniques.

ground, and one had an industrial and management engineering background.
The age range was 22/23 years old, including one female and four males, four
Portuguese and one Mozambican. In this study, we did not prioritize selecting
Erasmus+ students as the study evaluated methods, not methodology.
Analysis: The feedback collected was distilled into average satisfaction ratings
(Figure 2). From Figure 2, while there is a similar performance between methods,
it can be seen the superior performance of the Yake model is followed closely
by Keybert. To contextualize these results, we also show examples for a given
output of the different models in fig. 3. Guided by these insights, we adopted
the Yake model for the co-Design Workshop’s keyword extraction process.

3.3 Co-designed Initial Requirements

The group workshop was an arena where collaboration and innovation thrived.
At the center of our methodology was extracting the rich tapestry of Erasmus’s
stories from our participants. This narrative foundation was then used to com-
pare between human-crafted illustrations and their AI-generated counterparts,
similar to the Wizard-of-Oz study.
Co-Design Group Workshop Methodology: We generated the images and
showed them to the participants, allowing to draw comparisons between them.
Then, there was a group discussions about their illustrations and the AIs. The
difference between this workshop and the pre-workshop was that it was con-
ducted in a group setting; we used the selected Yake model to generate images.
Co-Design Group Workshop Participants: The co-design workshop par-
ticipants were four current Erasmus students and two who had previously done
Erasmus. The ages ranged from 21 to 25, with 3 Italians, 2 Portuguese, and one
French. Of these, 3 were females and 3 were males.
Co-Design Group Workshop Analysis The co-design workshop facilitated dy-
namic group discussions, unveiling critical insights into the interaction between
human creativity and AI capabilities in image generation for storytelling. Key
themes emerged, such as i) the significance of specificity in storytelling, ii) the
subjectivity of interpretations, and iii) the importance of embedding emotions in
AI visuals. Participants also recognized iv) the value of manual keyword selection
and v) the diversity of artistic preferences among users. Ethical considerations
regarding AI, especially in decision-making processes, were highlighted, with a
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call for vi) transparency and equity. The workshop’s insights form a crucial foun-
dation for developing a prototype that will reflect these findings and enhance the
user experience of the AI Storytelling tool. For example, to ensure the manual
keyword selection, we let users modify the prompts freely, and considering the
diversity of artistic preferences and subjectivity of interpretations, we offer style
selection and creative suggestions to modify users’s prompts.

3.4 Iterative Prototyping

From the co-designed requirements (Sec. 3.3), we develop the initial prototype
and then go through iterative developments with a small group of feedback at
each step, adding additional participants to increase the diversity of feedback.
First prototype iteration: The first iteration aimed to create a functional pro-
totype and then user insights. It featured a simplified user interface and basic
image generation capabilities, focusing on user-friendly input and output. Our
prototype had to be functional so that users could interact with the AI technol-
ogy. Two Erasmus students, P1 and P2, were selected for formative evaluation.
Their feedback was vital to ensuring the tool’s alignment with the Erasmus
student community’s needs and expectations.
Analysis & Improvements: The results from the first formative evaluation were
as follows: P1 expressed concerns about aesthetics, style consistency, and recog-
nizing specific keywords, while P2 found the tool intriguing but suggested user-
friendliness improvements such as visual feedback and a download feature. Both
participants emphasized the tool’s potential. Based on user feedback, several
refinements were made to enhance usability and functionality, including i) opti-
mizing button layout, ii) providing visual feedback with a spinner, iii) dynamic
prompt generation, iv) historical insights, v) download capability, vi) suggestions
to modify prompts, vii) improved visual clarity, viii) interface streamlining, ix)
style selection, x) improved clarity with placeholder text, and xi) code refine-
ments by fixing bugs.
Second prototype iteration: The second iteration of the storytelling illustra-
tion tool represented a significant evolution from the prototype. It incorporated
all the refinements mentioned above, resulting in a more polished and user-
friendly interface. In this phase, two participants, P3 and P4, provided feedback.
P3, an undergraduate student without Erasmus experience, offered a unique per-
spective, while P4, with an artistic and design background, contributed insights
regarding creative expression and design sensibilities.
Analysis & Improvements: In this evaluation phase, P3 highlighted issues with
the segmented approach to storytelling, emphasizing the need for a more accurate
relationship between text and visuals. P3 also advocated for clearer image key-
words. P4 praised the tool’s speed and originality but suggested improvements in
user guidance, aesthetics, and button design standardization. Both participants
appreciated the style feature. In response to the feedback, refinements were made
to enhance user understanding and clarity: i) improve button text descriptions,
ii) ensure consistency in button sizing, iii) introduce user guidance, and iv) re-
fine the prompt generation algorithm. These changes aimed to streamline the
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storytelling process, enhance user experience, and maintain a visually balanced
and harmonious design.
Third prototype iteration: The third prototype iteration aimed to build upon
the second prototype’s improvements, introducing all the aforementioned refine-
ments. A group of four participants, including P5 with an artistic background, P6
from a design research and technology integration background, P7 with Erasmus
experience, and P8 without Erasmus experience, provided valuable feedback.
Analysis & Improvements: In this evaluation stage, P5 suggested improving the
user interface, P6 found the tool helpful in educational contexts and suggested UI
simplifications, P7 favored certain image styles and pointed out website format-
ting issues, and P8 praised the tool’s intuitiveness and suggested UI enhance-
ments. In response to the feedback, several refinements were made, including
the i) introduction of error logging, a ii) restructured modal for past images,
iii) repositioned functionality, iv) streamlined story creation, and v) uniform
fonts throughout the tool. These changes enhanced the tool’s performance, user
experience, and visual consistency.

3.5 Final Prototype and Architecture

The tool includes several sections, such as the “Story Section” on the left, where
users can write narratives and use the “Automatically Generate Description”
option with the Yake extraction model to extract keywords to the Keywords sec-
tion. The Keywords section displays extracted words from the story and enables
user modifications while providing thematic suggestions. Users can expand their
story using the Story Progression feature and see a visual representation of the
current story part in the “Central Image Display”. The “Previous Images” section
on the right lets users to view and gain inspiration from previously generated
images and associated stories. The “Choose Style” button offers an option for
customizing the artistic style of the images. The low fidelity tool can be seen in
Figure 4. Throughout the development phase, we focus only on functional design
and leave a high-fidelity tool for future work.

Technical Details For image generation, we use the Stability AI API with
model version stable-diffusion-xl-beta-v2-2-2 running within a Python Flask API
endpoint with a static site using javascript to query the API. The code is available
at https://github.com/teresaacsf/ai-illustrator/ for future comparability.

4 Evaluation

With the final prototype of ArtAI4DS we evaluate the experience of using the
combined writing and illustration process. To do this we further recruited a set
of participants who completed the AttrakDif survey.

4.1 Participants

We conducted a final study with seven participants, four new participants, and
three prior participants, providing continuity to the process. The new partic-
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Fig. 4: The ArtAI4DS final low fidelity prototype derived from requirements and
iterative prototyping: i) left part-based narrative, ii) middle the corresponding
keyword extraction, iii) right the generated images.

ipants included participant P9, a student in management engineering without
Erasmus experience, who contributed fresh insights. P10 and P11, who had Eras-
mus experiences, enriched the tool’s development with a focus on accommodating
users engaged in international mobility. P12, an Italian student in space engi-
neering with prior Erasmus experience, provided valuable feedback. Their diverse
experiences and perspectives ensured that the final version of the tool would ef-
fectively cater to a wide range of users. We also interviewed participants P2, P4,
and P6 from early studies who were known to give rich feedback information.
To help understand where participants took part across the tool development, a
full table of participants can be seen in Table 1.

4.2 Analysis & Discussion

We review the feedback from participants using both qualitative and quantitative
approaches. For qualitative feedback, P9 highlighted the need for more diverse
keywords while appreciating the Suggestions button. P10 found the tool more
original than traditional image searches but noted occasional mismatches with

Participant participated in P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12

Wizard of Oz ✓ ✓ ✓
1st Iteration ✓ ✓
2nd Iteration ✓ ✓
3rd Iteration ✓ ✓ ✓ ✓
Evaluation ✓ ✓ ✓ ✓ ✓ ✓ ✓

Table 1: Summary of the studies the participants took part in from Wizard of
Oz through iterative development to evaluation.
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Fig. 5: Attrakdiff results of the ArtAI4DS AI Storytelling tool

image expectations and issues with realism. P11 praised the tool’s ability to
change keywords for diverse image options and its usefulness in quick visual
storytelling. P6 and P4 emphasized the tool’s utility in illustrating concepts and
suggested features for changing past images. P4 found the final iteration more
intuitive, highlighting its storytelling aspect, keyword, and style customization.
P12 focused on usability improvements, suggesting clearer initial instructions.

Specifically, on reflection on the tool, the participants achieved the objective
of creating more appropriate imagery P10 specifically noted, “It’s more original
than Google images.”. However, P10 also commented, “It’s not as realistic as
Google’ which would be interesting to explore and understand if this is an issue
of the artistic nature of Image Generation methods or if the images generated
could be tuned simply by greater global control (i.e. Realistic / Artistic option).
An interesting extension to this work could also be in collaborative storytelling
as noted by P6 “collaboratively, like in a classroom, where each student can
write a part and modify images” allowing the exploration of stories. This could
also address the personal nature of imagery [6] when describing autobiographical
stories, and subsequent imagery does not reflect the author’s memory. However,
we note that ArtAI4DS is the first prototype in the strand of research, and as
commented by P12 “The tool should be good enough to get the meaning of the
story without the need for the user to modify something”, which would be the
goal for future research further integrating Language Processing techniques.

For quantitative evaluation of the ArtAI4DS prototype tool, we employed
the AttrakDiff questionnaire to gauge participants’ subjective experiences. The
questionnaire assessed the hedonic and pragmatic qualities of the user experi-
ence. Participants provided ratings on scales, which included pragmatic quality
(PQ), hedonic quality-identification (HQ-I), hedonic quality-stimulation (HQ-S),
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and overall attractiveness (ATT). In terms of strengths, the tool demonstrated
a balance between human-centric and technical aspects (3.0), promoted social
interaction (2.6), had the potential to motivate users (2.0), and scored well in
overall attractiveness (3.5). It was highly captivating (4.1) and received positive
feedback for being good (3.4) and likable (3.3). Areas for improvement include
simplifying aspects for broader accessibility and ensuring the tool is not overly
complicated (2.4). While visually appealing, addressing specific aspects could
further enhance its attractiveness (3.5). The results are displayed in Figure 5.

The final prototype of the AI Storytelling tool achieved a balanced blend of
creativity and technology, providing an approachable and user-friendly experi-
ence. It encouraged social interaction and motivated users to engage in creative
storytelling, eliciting a positive emotional connection. Users found it attractive,
likable, and captivating. However, user feedback identified potential areas for
improvement, such as initial user guidance, keyword suggestions, and user inter-
face. Addressing these recommendations would enhance the tool’s usability and
overall value. Unlike prior Creativity Support Tools, which focus on integrat-
ing existing imagery [6] or multimedia [42, 17], the tool through the provisional
survey indicates the positive impact it can have on story authoring.

5 Conclusions and Future Work

Here, we presented the ArtAI4DS, the first Creativity Support Tool for Illus-
trated Digital Storytelling, which employed a user-centric co-design process.
While the low-fi prototype demonstrates the challenges, especially concerning
the gap between story writing and prompts for AI generative art, it captivated
the participants with a new approach to story illustration. Drawing from our
findings and related work in GenAI and storytelling, we highlight areas for im-
provement, particularly in the iteration process of generating images with Gen-
erative AI. However, users often lament inconsistencies in results produced by
the AI, and reverting to a previous step for modifications is challenging. Kexue
Fu et al. [18] proposed in-image editing, which can incorporate satisfactory el-
ements or refinement of areas via prompt image parts. Another possibility for
future work is using Blockchain to track of changes and revert to an exact sat-
isfying process moment. By placing GenAI results on-chain, we can maintain
an immutable record of each creative step, allowing authors to revert to any
previous point in the creative process [38]. This approach not only enhances the
reliability and satisfaction of the workflow but also ensures transparency and
traceability. Future work will explore advanced blockchain features to support
and streamline the creative process further and expand the application of this
methodology to other domains where iterative creative processes are critical.
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