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ABSTRACT

Jigsaw puzzles are a popular and enjoyable pastime that humans can easily solve, even with many
pieces. However, solving a jigsaw is a combinatorial problem, and the space of possible solutions
is exponential in the number of pieces, intractable for pairwise solutions. In contrast to the classi-
cal pairwise local matching of pieces based on edge heuristics, we estimate an approximate solution
image, i.e., a mental image, of the puzzle and exploit it to guide the placement of pieces as a piece–
to-global assignment problem. Therefore, from unordered pieces, we consider conditioned generation
approaches, including Generative Adversarial Networks (GAN) models, Slot Attention (SA) and Vi-
sion Transformers (ViT), to recover the solution image. Given the generated solution representation,
we cast the jigsaw solving as a 1-to-1 assignment matching problem using Hungarian attention, which
places pieces in corresponding positions in the global solution estimate. Results show that the newly
proposed GANzzle-SA and GANzzle-VIT benefit from the early fusion strategy where pieces are
jointly compressed and gathered for global structure recovery. A single deep learning model gener-
alizes to puzzles of different sizes and improves the performances by a large margin. Evaluated on
PuzzleCelebA and PuzzleWikiArts, our approaches bridge the gap of deep learning strategies with
respect to optimization-based classic puzzle solvers.

© 2024 Elsevier Ltd. All rights reserved.

1. Introduction

As a general problem of the sorting primitive, solving jig-
saw puzzles have implications for a wide range of real-life
applications. While initial effort on the topic has been mo-
tivated by the necessity of automatic assembly strategies for
fragmented historical artifacts, several applications have been
framed in the puzzle-solving setting, namely assembling broken
objects [12, 24], biology tasks [20, 30], shredded documents
recovery [8], and image and fresco reconstruction [10, 31],
speech [35] and image editing [5]. While the geometric nature,
e.g., the shape, of many of these problems can be beneficial, the
solving of relatively simple square puzzles relying solely on the
visual appearance information remains an open challenge.
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Though jigsaw puzzles were conceived as a children’s game
to develop spatial reasoning skills, the combinatorial complex-
ity challenges automatic solvers as the number of permutations
grows exponentially with the number of pieces. Previous works
mostly explored heuristics on how parts should match as a lo-
cal contrasting rule to place them [14, 26]. To this end, prac-
titioners have primarily focused on the layout of pieces or the
color continuity of edges across adjacent pieces. Indeed, such
algorithms consider pairwise relationships between pieces and
do not account for their global arrangement, i.e., placement
of patches is a sequential procedure solving for the remaining
parts. While achieving impressive results with a large number
of pieces, two main drawbacks affect classic approaches. On
one side, to avoid suboptimal solutions due to the sequential
placement (sensitivity to the seed), pieces are re-placed multi-
ple times, leading to infeasible time demand. On the other, the
exploitation of edge continuity is brittle when no such infor-
mation is provided, as in cultural heritage scenarios [13], e.g.,
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historical settings where pieces have undergone erosion.
Our work is inspired by GANzzle [28] that reframes puzzle

solving as a one-to-one assignment using a deep learning strat-
egy. Talon et al. [28] predicts the arrangement of pieces based
on a global estimate of the final solution image, i.e., the global
information, and assigns pieces according to the correspond-
ing position in the global representation. Noticeably, the place-
ment of pieces is performed globally, accounting for all pieces
together, and is not time-demanding as it requires a network
forward pass only. Furthermore, the model does not explicitly
build on the boundary information of patches.

We extend Talon et al. [28]’s work with a study on the gener-
ative module of the approach that crucially estimates the global
solution of the jigsaw for later matching. We present two dif-
ferent variants of the generative module leveraging Slot At-
tention [19] and Vision Transformers (ViT) [11], respectively.
Contrary to the two-step processing of GANzzle, where patches
are first embedded in the latent space and then pooled to a
fixed-size representation, the new modules jointly consider all
pieces to recover the global compressed representation. The
proposed improved generative modules manage a variable num-
ber of pieces while avoiding the critical pruning of information
given by pooling to a low-dimensional fixed-sized embedding
representation. Starting from unordered pieces, the generative
modules output a global representation with lower compression
loss, maintaining necessary information for subsequent match-
ing of the pieces. GANzzle-SA and GANzzle-VIT improve
over the vanilla version of GANzzle and compare favorably
to other deep learning approaches on PuzzleCelebA and Puz-
zleWikiArts [28], on both direct and neighbour accuracy. We
further show that GANzzle-VIT bridges the performance gap
between deep learning and optimization-based puzzle solvers.

The contribution of this work is three-fold: i) We present two
novel generative approaches for estimating the global solution
of the jigsaw starting from an unordered set of pieces. ii) We
study the effect of different generative approaches for local-to-
global jigsaw matching, and iii) We evaluate the benefit of the
proposed methods, allowing bridging the gap of deep learning
strategies to optimization-based puzzle solvers.

The rest of this paper is organized as follows: Section 2 pro-
vides an overview of recent literature on jigsaw puzzle solv-
ing, Section 3 presents the proposed generative strategies and 4
evaluates the effectiveness of the approaches. Finally, Section 5
concludes the work.

2. Related Work

Various solutions have been proposed for the visual jigsaw
problem in recent years. Two prominent families of approaches
are present in the literature: optimization-based solutions and
deep learning strategies. The former builds on heuristics on
piece matching and casts the jigsaw as an optimization problem
to optimize for, and the latter leverages neural network feature
extraction to find the correct permutation of pieces.
Optimization-based. Cho et al. [6] formulate puzzle-solving
as a graphical model labeling problem. Pieces are labels to
assign to graph nodes representing slots. On one side, belief

propagation allows sharing neighbor information to already al-
located pieces and optimizing for the solution; on the other, a
dissimilarity-based compatibility metric evaluates the fit of ad-
jacent pieces. Building on the pair matching metric, Pomeranz
et al. [26] propose a prediction-based heuristic shifting from
color differences to a compatibility metric evaluating whether
pixels in the boundary of a piece correctly predict the edge
pixels of an adjacent piece. The work introduces the concept
of best buddies, i.e., a pair of pieces that agree on being the
most likely neighbors in a spatial relationship. An iterative
placement strategy refines placement of pieces to tackle the
seed sensitivity of a greedy solution. Gallagher [14] consid-
ers a pairing heuristic assessing the continuity of gradients in
adjacent pieces. Components are penalized based on the Ma-
halanobis distance. Therefore, solving is cast as a minimum
spanning tree problem where edges represent spatial relation-
ships between pieces: starting from trivial forests, minimum
weight edges leading to admissible merges are selected. Trim-
ming and filling adapt the assembled puzzle to the target frame
and fill missing slots. A placement policy based on uncertainty
tied with a principled choice of the seed has proved effective
for solving puzzles with missing pieces [23]. The first-placed
piece should be distinctive and in a distinctive area, i.e., a piece
surrounded by its best buddies that, in turn, have all their best
buddies. Hence, a greedy solver iteratively places the most reli-
able piece, i.e., the one minimizing the likelihood of misplace-
ment with respect to other set pieces.

In contrast, this work builds on a deep learning global so-
lution strategy that does not explicitly build on edge informa-
tion to perform local matching. Differently from other global
approaches accounting for local constraints of adjacent pieces,
we optimize for an unconstrained 1-1 assignment based on the
feature similarity of pieces and slots from the estimated global
solution. Contrary to the demanding computational times of
optimization-based strategies, a deep neural network forward
pass allows for a time-efficient estimation of the global solution
and recovers the permutation of pieces using a relaxed version
of the Hungarian [16] algorithm, that is cubic in the number of
pieces.

Deep Learning. Building on previous approaches, Zhang et al.
[34] consider a learnable cost function. The approach jointly
optimizes both the cost matrix assessing pairwise relationships
between objects and the correct permutation in a bi-level op-
timization scheme. Rafique et al. [27] consider a GAN set-
ting where the generator outputs a n-dimensional placement
vector, i.e., a vector whose i-th element indicates the index of
the piece to associate, and the discriminator takes apart real-
placement outputs from non-admissible ones. Learning the
complete piece-to-location mapping task is challenging and un-
stable as the permutation space increases and is additionally
confounded by the inability to regress a vector of integers for
neural networks. In contrast, we argue that the synthesized im-
age is a better solution for solving the locations of the pieces
and shows how this approach can scale to more complex puz-
zles. Alternatively, Bridger et al. [1] tries to infill using a
GAN between pairs of pieces for solving the assembly prob-
lem. However, the placement considers pairs sequentially and
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Fig. 1. GANzzle solves a jigsaw by first estimating the global solution and later piece-to-global matching. (a) A shared encoder embedds pieces X. (b) A
generative module gathers information from all pieces to estimate the target solution. An intermediate feature representation of the generative model is
cropped using RoiAlign to act as targets slots. ψd , ψe and ψs map pieces and slots to a joint space. (c) A cost matrix C models the cost of assignment and
Hungarian Attention solves for the final permutation by relaxing the problem to a doubly stochastic matrix S via Sinkhorn normalization. The choice of
the generative module is crucial for placement: (d) based Slot Attention (SA) and (e) Vision Transformer (ViT).

has demanding time requirements for computation. Recently,
jigsaw puzzles have been considered as an unsupervised rep-
resentation learning method to get semantic features for down-
stream tasks [2, 3, 9, 22]. The relative spatial position of pairs
of adjacent pieces helps understand the composition of an im-
age in its objects and learn their geometry [9]. However, these
approaches do not enforce the assignment constraint, i.e., one
piece only for a slot, making the strategy unsuitable for han-
dling conflicting assignment [2, 3, 9] or do not handle a variable
number of pieces [3, 22].

Cruz et al. [7] propose to optimize over the continuous surro-
gate of discrete permutation matrices: doubly stochastic matri-
ces that are non-negative real-valued matrices whose rows and
columns sum to one. Such matrices could be obtained through
the differentiable Sinkhorn normalization procedure. The clos-
est permutation matrix is selected via linear integer program-
ming at inference time. Similarly, Mena et al. [21] parameterize
the permutation matrix to make it amenable for the reparame-
terization trick. In Deepzzle [25], a Siamese network predicts
the relative placement of pieces with respect to a central anchor.
Therefore, the algorithm builds an assembly tree where pieces
are related to positions in the solution and edges model place-
ment cost. Then, the tree is optimized for the shortest path.
In Li et al. [17] a jigsaws classification branch classifies which
permutation has been applied to pieces. Consequently, a flow-
based warp is applied to features to recover the original image.
Hence, sorted features condition the generator of the GAN to
produce realistic-looking images. Starting from the unordered
pieces, GANzzle [28] estimates the jigsaw global solution using
a GAN. In a later phase, the approach cast placement as a 1-to-
1 assignment where pieces are matched to slots, i.e., holes in
the global estimated solution, based on their similarity. In con-
trast to the symbolic representation of patches in [27] GANz-
zle leverages a GAN to synthesize the solution global image
and does not limit to inpaint eroded parts [1] for a slow local

matching strategy. The estimated solution accounts for global
information in a single inference step. While in Li et al. [17]
the adversarial branch aids the classification of the given per-
mutation by projecting it in the image space, in GANzzle, the
generator is learning to permute pieces correctly. As a benefit,
the solution can cope with an arbitrary permutation of pieces.

In contrast, this work builds on GANzzle and investigates
the role of the generative module in estimating the global solu-
tion. Contrary to the GAN generator, we present two different
generative approaches for inferring the global estimate from un-
ordered pieces based on Slot Attention [19] and Vision Trans-
former [11] and show that accurate global estimation is critical
for the final puzzle solution. The improvement closes the gap
with respect to optimization-based solutions, especially with a
larger number of pieces.

3. Method

The GANzzle framework predicts the permutation of a set of
n image patches X = {X1, . . . , Xn}, Xi ∈ Rh×w, i = 1, . . . , n to re-
cover the original image they are part of Y ∈ Rth×tw, with n = t2

being the number of pieces and h,w patches height and width
respectively. The model learns to predict piece locations sup-
ported by an estimate of the target image, see fig. 1 for a visu-
alization. Starting from unsorted pieces, the approach indepen-
dently encodes each piece Xi through a shared encoder (fig. 1a).
A generative module then gathers pieces information and esti-
mates the global jigsaw target image (fig. 1b). The generative
module design choice is critical (fig. 1d, 1e and sec. 3.1). In
a second phase, the model learns to match the pieces to targets
within the global encoding. To this end, a cost matrix between
patches and target holes accounts for the cost of their assign-
ment and a differentiable version of the Hungarian algorithm
solves for the optimal placement of pieces by attending only
relevant assignment information (fig. 1c, sec. 3.2).
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3.1. Estimate the global target information
The generative model estimates the global solution of the jig-

saw starting from unordered patches. With the aim to handle
a variable number of pieces and seek for permutation invari-
ance with respect to the pieces order, the module maps the in-
put patches to a lower dimensional feature space according to
an encoder with shared weights E(·), zi = E(Xi) where zi ∈ Rdh

is the dh-dimensional feature representation of the i-th piece.
Hence, to solve for positioning, the module accounts for the
global information of all pieces and projects the representation
to a unique global representation. Contrary to prior work [28],
we experiment with various generative approaches that differ in
the gathering of information and estimation of the target global
solution:
Generative Adversarial Network(GANzzle). Piece embed-
dings are first pooled to a fixed-sized representation and then
a convolutional Generative Adversarial Network (GAN) ap-
proximates the solution of the Jigsaw. Specifically, we fol-
low Talon et al. [28] that gathers information from all pieces by
performing an average operation component-wise on all pieces,
z = avg(z1, . . . , zn). Hence, a generator synthetizes the global
solution as Ŷ = G(z). We consider a MSG-GAN style of ap-
proach to guide the generation at multiple resolutions. The gen-
erator G(·) and the discriminator D(·) are trained in the stan-
dard min-max fashion. In contrast to the vanilla GAN, multiple
scales are considered by extending equations to different gran-
ularities:

Lgen = min
G

max
D

L∑
l=1

Lgan(Gl,Dl) + λpLmse(Gl),

where Gl is the RGB-converted intermediate representation of
the generator at layer l (depth L) and Dl the corresponding dis-
criminator. A pixel-wise mean squared error term Lmse(·) is
added, weighted by λp.
Slot Attention decoder (GANzzle-SA). Slot attention allows
to overcome the bottleneck compression due to a pooling strat-
egy by building on an iterative attention-based specialization
scheme. The set of n pieces embedding are mapped to K Ds-
dimensional vectors, where K is the number of slots and Ds is
the slot dimension. At first, slots are initialized based on a Sin-
Cos positional embedding [32] slot0

k = S inCos(k), k = 1, . . . ,K
and the pieces exchange global information thanks to a 2-layers
transformer encoder z = Transformer(z1, . . . , zn) Hence, an it-
erative procedure clusters the pieces based on the dot-scaled
product attention. At each step s = 1, . . . , S :

attni j = Softmax(
1
√

D
k(z)q(slots)T ), (1)

where q(slots) and k(z) represent respectively the slot queries
and pieces keys, and D is the key dimension. Update weights
are computed as:

Wi j =
attni j∑n

r=1 attnr j
. (2)

Hence, update = WT v(z) are used to update the slots accord-
ing to a linear projection v(z) of attended pieces z. Slots are im-
plemented as a Ds-dimensional Gated Recurrent Unit [4] Cells:

slotss = GRU(slotss−1, update) The K Ds-dimensional
slots are hence concatenated, reshaped to spatial dimension
and decoded to the size of the ground truth image to recover.
The model is trained with the standard MSE reconstruction loss
Lgen = MSE(d(slotsS ),Y), where d(·) decodes the slots to the
image space.
Vision Transformer decoder (GANzzle-VIT). We build on a
pretrained Vision Transformer encoder model [11] that lever-
ages the patch-oriented processing and an early-fusion strat-
egy. A single convolutional layer tokenizes the input patches
as zi = PE(Xi), i ∈ 1, . . . , n. Hence, a transformer pools the
information of all pieces. Let POOL denote a set of K learn-
able pooling tokens, the transformer allows for information ex-
change across the pieces:

POS-POOL = positional-embedding(POOL) (3)
z, z1, . . . , zn = transformer(POS-POOL, z1, . . . , zn) (4)

where positional-embedding(·) denotes the 2-dimensional po-
sitional embedding [15]. Hence, the global representation z is
reshaped to a spatial dimension and decoded via d(·) for recon-
struction, Ŷ = d(z). Contrary to GANzzle, the model does not
employ an adversarial approach, and is trained by minimizing
the mean squared error loss Lgen = MSE(Ŷ ,Y).

Crucially, both GANzzle-SA and GANzzle-VIT do not em-
ploy the two-steps processing of patches of GANzzle where
patches are first embedded in the latent space and then pooled to
a fixed-size representation. As gathering the information from
all pieces requires a high compression rate of their informative
content, GANzzle-SA and GANzzle-VIT jointly consider all
pieces to recover the global representation. On a computational
side, GANzzle’s matching remains the most demanding opera-
tion of the approach as during training the optimal assignment
should be computed. For the generative module, GANzzle-SA
K slots attend the n pieces and is linear in the number of pieces
but suffer from the sequential iterative update of slots. On the
contrary, the highly parallelizable GANzzle-VIT has a memory
footprint quadratic in the number of pieces.

3.2. Piece assignment

We cast the problem as 1-to-1 mapping by constructing an as-
signment cost matrix C based on the similarity between pieces
and placement positions given by the RoiAlign chunks of the
target estimate. To this end, the intermediate representation of
pieces and target positions are embedded with shallow networks
ψe and ψd for piece and target positions, respectively. Finally, a
common converting module ψs guarantees the alignment of the
embedding spaces. Hence, the similarity matrix is computed as
dot product of all possible piece-slot pairs at runtime, making
it dynamic to the size of the puzzle. A contrastive loss regular-
izes the feature space so as to enforce similar embeddings for
piece-slot correct pairs while increasing the distance between
non-corresponding pairs:

Lcontr=−Ei

log
exp
(
ψi

s · ψ
j
s/τ
)

exp(ψi
s · ψ

j
s/τ)+

∑
k, j exp(ψi

s · ψ
k
s/τ)

 (5)
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with ψi
s and ψ j

s embeddings of considered piece i and its corre-
sponding slot j, τ the temperature parameter and Ei the mean
over puzzle pieces.

Assignments based on the cost matrix could then be effi-
ciently computed by employing the Hungarian algorithm [16].
However, the approach is non-differentiable due to the discrete
nature of assignments. We, employ Hungarian Attention [33]
to learn the assignment task in a supervised way. Hence, the
problem is continuously relaxed. A doubly stochastic matrix is
obtained via the iterative Sinkhorn normalization:

S 0(C) = exp(C) (6)

S l(C) = Fc

(
Fr

(
S l−1
))

(7)

S = lim
l→∞

S l (C) , (8)

where Fc and Fr are the row and column-wise normalization
Fc(C) = C ⊘

(
1N1T

NC
)

and Fr(C) = C ⊘
(
C1N1T

N

)
respec-

tively, with ⊘ denoting the element-wise division and 1N the
n-dimensional unit column vector. To avoid overconfidence due
to the sparsity of the permutation matrix, a hard attention mask
is generated by comparing the predicted permutation Hung (S)
computed by applying the Hungarian algorithm to S, to the
ground-truth assignment SG through an element-wise logic-OR
operator:

Z = OR
(
Hung (S) ,SG

)
. (9)

Notice that the hard mask focuses on most relevant elements in
the matrix, i.e., both correct and misplaced pieces are modeled.
Hence, a binary cross-entropy loss with respect to the ground-
truth assignment matrix is attended through the mask:

Lhung =
∑

i, j∈[n]

Zi j

(
SG

i j log Si j +
(
1 − SG

i j

)
log
(
1 − Si j

))
, (10)

where [n] is the set of indexes from 1 to n.
By optimizing the above permutation loss, our model learns

to correctly match the Hungarian’s assignment computed from
S to the ground truth permutation. At inference time, the es-
timated assignment is hence the Hungarian binarization of the
doubly stochastic matrix Hung (S).

The complete loss for the GANzzle model is therefore:

L = Lgen +Lhung +Lcontr. (11)

We found all the losses to be necessary for an end-to-end ap-
proach for puzzle solving. In particular, Lgen guides the gener-
ative module to synthethize the estimated solution, Lhung pro-
vides training signal for the global-to-local assignment and
Lcontr regularizes the embeddings to be discriminative. Criti-
cally, we train the model on puzzles of various sizes, making
the approach size-agnostic. We leverage a gradient accumula-
tion strategy where samples are grouped into batches based on
the jigsaw complexity. For each batch, we evaluate the loss and
perform a backward pass of gradients. However, weights are
updated only once all sizes have been considered.

4. Experiments

We assess the benefit of improving the global estimation
for placement in GANzzle-SA and GANzzle-VIT on Puzzle-
CelebA and PuzzleWikiArts datasets [28] in terms of quantita-
tive metrics and qualitative results.

Datasets. We consider PuzzleCelebA and PuzzleWikiArts.
The former is a visually simple (and consistent) face image
dataset based on CelebA [18]. While easy on a generative
side, two sources of ambiguities are concurrently involved for
puzzle solving: faces are highly symmetrical and profile pic-
tures are characterized by blurred (or plain) background that
makes patches ambiguous. The latter is an arts-centered dataset
based on WikiArts [29], that provides a challenging environ-
ment for generalization of methods across different styles and
content. PuzzleWikiArts is characterized by its high variability
as it contains varying difficult examples including more unique
humanoid structures as well as patterns that will challenge puz-
zle solving algorithms with near duplicate pieces.

Evaluation metrics. We use the standard direct comparison
metric [6] where an assignment is considered correct if it is
placed in the correct absolute position. We further include
results on the neighbor accuracy metric evaluating the aver-
age fraction of neighbor pieces that are correctly placed: two
patches are correct neighbors if and only if the two pieces are
in the same relative position in the ground truth and the esti-
mated solution.

Baselines. We compare against optimization methods [14, 23,
26] and deep learning strategies such as Zhang et al. [34],
Hung-perm [28] and GANzzle[28]. We directly report base-
lines results from Talon et al. [28] where Hung-perm and Zhang
et al. [34] are size-specific with the latter limited on 12×12 due
to memory explosion.

4.1. Results

Table 1 shows the direct comparison accuracy for both Puz-
zleCelebA and PuzzleWikiArts. The GANzzle strategy gener-
alizes across sizes and it is competitive with other deep learning
solutions. As can be noted from the large margin improvement
of GANzzle with respect to Hung-perm that do not leverage the
visual reconstruction, the mental image aids the jigsaw solution,
proving the effectiveness of the generative approach. We ob-
serve a large performance gain for GANzzle-SA and GANzzle-
VIT that take advantage of the early fusion scheme and jointly
considering all patches for direct estimation of the global so-
lution. The generative module improvement is relevant espe-
cially for PuzzleWikiArts where GANzzle struggles with the
high variability of the data. The patch-oriented processing bias
of GANzzle-VIT leads to a large gain in performance on puz-
zles of higher complexity. GANzzle-SA and GANzzle-VIT
outperform other deep learning strategies. As can be noted,
GANzzle-VIT bridges the gap between deep learning and opti-
mization strategies.

We observe a similar trend for neighbor accuracy in Table 2.
In general, deep learning approaches are not competitive with
optimization-based strategies. The high neighbor accuracy for
optimization methods reflects that the approaches tend to shift
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Table 1. Comparison of direct accuracy metric on PuzzleCelebA and PuzzleWikiArts. We directly compare against deep methods [28, 34] and without
mental image (Hung-perm) for comparable computational performance and include optimization methods [14, 23, 26] for complete comparison. In
contrast to GANzzle strategies, Zhang et al. [34] and Hung-perm [28] are trained one model per size.

Dataset PuzzleCelebA PuzzleWikiArts

6x6 8x8 10x10 12x12 6x6 8x8 10x10 12x12

Paikin and Tal [23] 99.12 98.67 98.39 96.51 98.03 97.35 95.31 90.52
Pomeranz et al. [26] 84.59 79.43 74.80 66.43 79.23 72.64 67.70 62.13
Gallagher [14] 90.80 97.04 95.49 93.13 88.77 82.28 77.17 73.40

Zhang et al. [34] 71.96 50.12 38.05 - 12.19 5.77 3.28 -
Hung-perm [28] 33.11 12.89 4.14 2.18 8.42 3.22 1.90 1.25
GANzzle [28] 72.18 53.26 32.84 12.94 13.48 6.93 4.10 2.58
GANzzle-SA (Ours) 91.07 81.36 64.99 40.44 88.85 67.37 36.43 16.28
GANzzle-VIT (Ours) 97.47 98.62 97.21 94.47 98.90 97.09 93.99 87.07

Table 2. Results for neighbor accuracy metric on PuzzleCelebA and PuzzleWikiArts. We directly compare against deep methods [28, 34] and without
mental image (Hung-perm) for similar computational performance and include optimization methods [23, 26] for complete comparison. In contrast to
GANzzle strategies, Zhang et al. [34] and Hung-perm [28] are trained one model per size.

Dataset PuzzleCelebA PuzzleWikiArts

6x6 8x8 10x10 12x12 6x6 8x8 10x10 12x12

Paikin and Tal [23] 99.70 99.38 99.15 96.51 99.37 99.09 98.23 95.97
Pomeranz et al. [26] 96.31 93.87 91.38 87.79 93.39 89.96 87.25 84.07

Zhang et al. [34] 66.43 44.02 32.72 - 7.94 4.01 2.58 -
Hung-perm [28] 22.35 7.49 2.33 0.95 4.25 1.97 1.43 0.90
GANzzle [28] 66.04 46.20 26.46 9.93 11.08 7.10 5.32 4.18
GANzzle-SA (Ours) 88.43 76.96 59.08 35.52 85.69 59.28 27.96 12.68
GANzzle-VIT (Ours) 99.35 98.29 96.61 93.42 98.75 96.61 92.90 84.65

the entire puzzle of a few pieces, while keeping the global co-
herence of the image. The observation is in line with the edge
matching heuristic that optimization approaches maximize. On
the contrary, we observe lower accuracy for deep learning al-
gorithms that are characterized by scattered erroneous assign-
ments. GANzzle-SA and GANzzle-VIT improve over the two
steps processing of patches in GANzzle and yield results on
par with state-of-the-art approaches on both PuzzleCelebA and
PuzzleWikiArts. Notably, GANzzle-VIT shows the effective-
ness of the improvement on estimating the global solution as
large drop in accuracy is not observed for larger jigsaws.

The qualitative analysis in fig. 2 visualizes the estimated
global solutions with different generative modules. While
GANzzle recovers the spatial structure of the images on
PuzzleCelebA, it struggles with the high variability of Puz-
zleWikiArts. On the contrary, the improved generation
in GANzzle-SA and GANzzle-VIT shows a more faithful re-
construction of the target image. As can be noted, GANzzle-
VIT reconstructions present higher level of details that can be
exploited for later matching, e.g., less blurred hairs and shad-
ows. We visualize jigsaw solutions in fig. 3. Despite recov-
ering the global spatial structure, GANzzle struggles to cor-
rectly place most of the pataches. In contrast, GANzzle-
SA and GANzzle-VIT achieve better placement with failure
cases represented by ambiguous patches, e.g. for GANzzle-
SA swapped flowers, getting close to the high accuracy of [23].
We observe improved performance on GANzzle-VIT that ac-
curately predicts most of the input samples.

Challenging patches. We evaluate the proposed approaches on
PuzzleCelebA with missing, noisy, and eroded (missing border)
pieces for 6×6 puzzles in Table 3. GANzzle-VIT and GANzzle-
SA benefits from the strong direct accuracy achieved when no

noise is applied and improve with respect to other deep learn-
ing strategies. However, a larger drop in accuracy is observed
with respect to GANzzle. GANzzle-VIT approach is robust to
additive noise and struggles when erosion is applied to pieces,
showing that the model learns to leverage edge information to
recover the original image. Similarly to GANzzle, the proposed
approaches struggle with pieces containing similar or repetitive
patterns, e.g., ambiguous background patches. This limitation
becomes more pronounced in puzzles with a higher degree of
visual similarity among the pieces, due to the higher definition
needed for the estimated solution to discriminate the pieces.

Computational complexity. We compare the computational
requirements of the different approaches in terms of wall time
execution and memory footprint on a consumer desktop ma-
chine in Table 4. Time results are averaged over 24 samples
where each jigsaw is independently solved, i.e. samples are
not batched for deep learning strategies. As can be noted,
optimization-based strategies [26] and [14] suffer from the time
demanding execution time, especially with respect to Deep
learning methods that solve the puzzle in a forward step. In
contrast, Paikin and Tal [23] has comparable time requirements.
Deep learning methods are largely similar, with the minimal
(without GAN) Hung-Perm taking half the computational time.
The proposed GANzzle-SA and GANzzle-VIT show a longer
execution time with respect to the vanilla GANzzle but prove
competitive with Paikin and Tal [23] and other optimization-
based strategies. Further, we report the memory footprint of
similarly considered solving 24 puzzles based on original au-
thors code and respective backend environments. Results show
that Deep Learning strategies reduce the time requirements at
the cost of larger memory. Presented methods slightly increase
the complexity of the vanilla GANzzle due to the more re-
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Table 3. Comparison of missing pieces (except [23]), Gaussian noise and eroded pieces on a 6×6 puzzle for PuzzleCelebA.We directly compare against
deep methods [28, 34] and without mental image (Hung-perm) for similar computational performance and include optimization methods [14, 23, 26] for
complete comparison. In contrast to GANzzle strategies, Zhang et al. [34] and Hung-perm [28] are trained one model per size.

Model Missing (%) Noisy (σ) Eroded (px)

10% 20% 30% 0.05 0.1 0.2 1 2 5

Paikin and Tal [23] - - - 51.51 7.73 3.31 2.82 2.77 2.79
Pomeranz et al. [26] 52.43 24.26 25.99 87.84 89.63 91.50 6.01 16.30 15.15
Gallagher [14] 79.68 66.02 51.17 96.39 98.34 97.75 32.55 18.59 6.27

Zhang et al. [34] 64.35 60.10 58.60 69.87 65.30 49.85 23.81 10.93 4.84
Hung-perm [28] 29.79 26.45 23.88 31.84 29.01 21.45 25.45 26.01 9.50
GANzzle [28] 58.50 44.70 35.01 64.51 37.72 6.81 28.59 35.47 4.70
GANzzle-SA(Ours) 66.36 48.10 38.03 79.04 50.40 7.84 33.33 28.23 2.30
GANzzle-VIT(Ours) 84.99 64.71 50.58 98.09 95.97 88.55 32.79 26.00 10.93

Ground Truth

GANzzle

GANzzle-SA

GANzzle-VIT

Fig. 2. Qualitative evaluation of the estimated global solution for differ-
ent variant of the GANzzle strategy.

Model 6x6 8x8 10x10 12x12

Paikin and Tal [23]

GANzzle [28]

GANzzle-SA (Ours)

GANzzle-VIT (Ours)

Fig. 3. Qualitative results for puzzle solving on PuzzleWikiArts with in-
creasing complexity.

cent deep learning framework and the use of operations that are
quadratic in the number of pieces.

5. Conclusions

We introduce GANzzle-SA and GANzzle-VIT, two size-
agnostic puzzle solvers based on global-to-local matching of
pieces. The proposed approaches address the limitations of
the generative module of GANzzle achieving a large accuracy
gain on open benchmark datasets such as PuzzleCelebA and
PuzzleWikiArts, demonstrating the benefits of incorporating
newer generative methods in the formulation. The improve-
ment allows deep learning strategies to bridge the gap with

Table 4. Computational complexity in terms of memory footprint (RAM
and VRAM in MegaBytes) and time requirements (in ms) for the different
approaches on a 6 × 6 puzzle.

Model RAM (MB) VRAM (MB) Time (ms)

Paikin and Tal [23] 715.4 - 27.47 ± 7.70
Pomeranz et al. [26] 522.1 - 221.64 ± 300.79
Gallagher [14] 525.1 - 235.19 ± 358.72

Zhang et al. [34] 2863.1 410.9 22.38 ± 8.08
Hung-Perm 2919.0 293.6 9.97 ± 1.38
GANzzle [28] 3935.1 2120.6 25.16 ± 1.1
GANzzle-SA (Ours) 3990.7 1969.0 32.58 ± 2.33
GANzzle-VIT (Ours) 4693.7 2055.6 32.66 ± 0.75

classic optimization-based approaches, which are now com-
petitive while performing faster inference of the permutation.
The fast inference has the potential to allow human-in-the-loop
approaches to interactive puzzle solving, possibly over a large
scale, as in the case of Frescoes, where puzzles can be seen as
isolated problems and benefit from expert knowledge. Future
work could explore such broken object problems in addition to
shredded documents and image editing.
Limitations: As with GANzzle, the major limitation comes
to the generative power of the generator. However, we have
shown that improving this aspect can have significant effects on
the results, allowing the approach to take advantage of state-
of-the-art methods. While we acknowledge that the proposed
approaches have larger computational complexity with respect
to the vanilla GANzzle method due to a quadratic memory
footprint, we pose that current active research on faster, effi-
cient, and memory-friendly attention strategies will reduce the
required computational complexity.
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