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Figure 1. The Maps from Motion (MfM) Concept. From a set of uncalibrated images (a) we extract 2D detections of static urban objects
(b), and generate local top-down 2D maps representing the spatial arrangement of the objects with respect to each image (c). We then learn
how to register all local maps in the same reference frame (d), to generate a common global map with all objects present in the scene (e).

Abstract

World-wide detailed 2D maps require enormous collec-
tive efforts. OpenStreetMap is the result of 11 million regis-
tered users manually annotating the GPS location of over
1.75 billion entries, including distinctive landmarks and
common urban objects. At the same time, manual anno-
tations can include errors and are slow to update, limiting
the map’s accuracy. Maps from Motion (MfM) is a step for-
ward to automatize such time-consuming map making pro-
cedure by computing 2D maps of semantic objects directly
from a collection of uncalibrated multi-view images. From
each image, we extract a set of object detections, and es-
timate their spatial arrangement in a top-down local map
centered in the reference frame of the camera that captured
the image. Aligning these local maps is not a trivial prob-
lem, since they provide incomplete, noisy fragments of the
scene, and matching detections across them is unreliable
because of the presence of repeated pattern and the limited

appearance variability of urban objects. We address this
with a novel graph-based framework, that encodes the spa-
tial and semantic distribution of the objects detected in each
image, and learns how to combine them to predict the ob-
jects’ poses in a global reference system, while taking into
account all possible detection matches and preserving the
topology observed in each image. Despite the complexity
of the problem, our best model achieves global 2D registra-
tion with an average accuracy within 4 meters (i.e. below
GPS accuracy) even on sparse sequences with strong view-
point change, on which COLMAP has an 80% failure rate.
We provide extensive evaluation on synthetic and real-world
data, showing how the method obtains a solution even in
scenarios where standard optimization techniques fail.

1. Introduction

2D semantic maps provide top-down abstract representa-
tions of an environment annotated with the location of eas-
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ily identifiable landmarks, and play an important role in ev-
eryday life. In most public spaces, like museums and parks,
we are used to finding our way via minimalist maps that
mark our current location as a red, “You are here ” dot.

In recent years, works like OrienterNet [47], SNAP [48]
and Flatlandia [56] have highlighted the advantages of using
semantic maps in Computer Vision. They are more storage
efficient than traditional 3D maps from Lidar or photogram-
metry [1, 34, 50], requiring 1−10% of the memory used by
a set of reference images or a 3D point cloud [56]. More-
over, semantic maps provide an abstract representation that
is robust to temporal changes. While a 2D map might sound
limiting, in several practical scenarios like autonomous cars
or robotics, the cameras have roll angle 0 and y-axis col-
inear with the gravity direction [55], and the height of the
cameras from the ground is constant [12]. In such cases,
localization as GPS location and a viewing direction is suf-
ficient. Moreover, previous work has shown that bird-eye-
view (BEV) maps provide enough information to achieve
accurate localization [47]. We explore the possibility of an-
notating global 2D maps using an even more abstract repre-
sentation, composed only of the spatial top-down view lay-
out of the objects observed in the images.

Existing approaches for generating 2D maps with ob-
ject annotations present several limitations, in terms of time
(e.g. requiring manual user annotations [8]), computational
cost (e.g. large SfM reconstructions [56]), and specialized
additional data (e.g. aerial images [48]). In contrast, we
suggest that directly reasoning in 2D to combine partial
maps from different viewpoints is a more efficient approach.

Given a sparse set of images, we frame the reconstruc-
tion of the 2D map as the registration of partial maps, based
on the estimated arrangement of the objects detected in each
image. As shown in Figure 1, we take a set of uncalibrated,
unsorted images of the scene (1.a) and extract from them
detections of common urban objects (1.b). Then, using the
nominal camera intrinsics and monocular depth estimation,
we generate local maps representative of the observed ob-
jects’ layout in the camera reference system (1.c). We want
to align these local maps in a common reference system
(1.d), resulting in a global map (1.e); this, however, requires
inferring a transformation (roto-translation and scale) from
each map to a common global reference frame. We name
this novel problem Maps from Motion (MfM).

The proposed task presents several difficulties: using
only the estimated location of objects is an efficient repre-
sentation [56], but it carries less information than traditional
BEV images. Representing objects as a single coordinates
also limits the semantic classes available, since larger ele-
ments like roads and buildings, while typically used in se-
mantic maps, are too large to be localized as a single point
without making the problem unstable. At the same time, us-
ing sparse images and focusing common urban objects, that

typically have plain and standardized appearance, makes
establishing object matches from the input images unreli-
able. Given the success of Graph Neural Network (GNN)
to address geometrical reasoning problems [17, 22, 49],
we frame MfM as a graph problem, assigning a node to
each detection and attempting to regress its location in the
global map. In this formulation, we use same-map edges
to force the network to preserve the topology of each local
map, and same-class edges to account for all possible de-
tections matches, instead of explicitly matching the input
detections. This amounts to training a network to find the
best alignment between the local maps, while preserving
the object’s layout observed in each image. To investigate
the ability of graph networks to solve the MfM problem,
we compare several architectures, with and without an at-
tention mechanism. Through experiments on the Flatlandia
dataset [56], we show that, despite the noisy detections and
the absence of explicit cross-image detection matches, can
achieve object and camera localization accuracy compara-
ble to COLMAP, while achieving a 60% lower failure rate
on sparse sequences with strong viewpoint changes. Even
in this challenging scenario, the best-performing implemen-
tation of our solution achieves a median localization error
of less than 4 meters, better than standard GPS accuracy
(4.9 m1). Our contributions are the following:
• We introduce a new problem (MfM) that provides an ob-

ject scene map from a sparse set of uncalibrated images
to automatize 2D map making procedures.

• We propose a new graph structure to address the MfM
correspondence and registration problem, along with a
GNN framework that estimates the positions of cameras
and objects in a 2D global reference frame.

• We provide a new dataset and an evaluation protocol for
MfM demonstrating the feasibility of the problem, and
offer a comparison against relevant baselines.

2. Related Work
We discuss the creation (Section 2.1), representation (Sec-
tion 2.2), and use (Section 2.3) of 2D semantic maps.

2.1. Creation of Semantic Maps

The creation of semantic maps has often been intertwined
with 3D modeling, as their models - e.g. 3D point-cloud re-
constructions from Structure from Motion (SfM) - provide
enough information to allow localizing 3D objects [30, 45,
56]. Alternatively, 3D objects can be parameterized as ellip-
soids [63], which, in turn, can also be used jointly for cam-
era pose estimation from elliptical detections [9, 19, 39].
This parameterization is also used in SLAM [16, 38, 40].
Such methods result in accurate models, but they generally
are computation and memory intensive, and prone to failure
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if the images are too sparse or have large viewpoint changes.
Other methods use object detections to create object-

maps. If camera calibration is available, an option is to
use 3D projection [36] and refining using graph neural net-
works [37] to produce an object-level map. However, these
approaches impose strong limitations on the diversity of ob-
jects (i.e. trees) and the camera parameters they can han-
dle. Object detection are also used to re-identify buildings
for camera localization [59], matching detections across im-
ages [13], and making feature matching more robust [4].

Alternatively, some works have focused on on generat-
ing accurate bird-eye-view maps from input images [32, 46]
or on improving maps’ accuracy by fusing street-level im-
ages with additional sensor (e.g. like satellite or aerial im-
ages [48]). Such additional data provide helpful localization
cues, but aerial data and fleets of sensorized cars are viable
only for large enterprises, limiting accessibility.

Finally, platforms like OpenStreetMaps [8] generate
user-annotated semantic maps via crowd-sourcing. This
provides large maps, but it is time and resource expensive,
the annotation density varies significantly from area to area,
and conflicting or old annotations can result in outdated
maps. Unlike these methods, we directly compute minimal-
ist 2D semantic maps from images without an intermediate
3D model, characterizing the local maps as sets of 2D co-
ordinates with a class label. This allows investigating the
solubility of MfM from minimal information.

2.2. Graph Representation of scenes

The use of graphs to represent scenes is most common in
scene graphs from image [10, 18, 23] or 3D models [2, 20].
Here, the content of a scene is encoded in graph form and
passed to a GNN, trained on tasks like relational labeling
[20], object localization [21] and robot navigation [44].

Moreover, many works use graph to encode the spatial
representation of 2D Map data for representing and infer-
ring map attributes [3, 24, 25, 61] or for downstream tasks
like traffic management [42]. Other works, closer to MfM,
align a 3D representations to a 2D reference map [7, 29],
propagating the 2D information to elements of the 3D
model. This problem is simpler than MfM, as it involves
a single alignment problem instead of multiple ones (each
local map to a common reference frame).

GNNs are also used to solve the 3D camera pose estima-
tion problems. Recent works have formalized this problem
as motion averaging [41, 54, 60] and Bundle Adjustment
(BA) [6] through Graph Neural Networks (GNNs) [14, 15,
27, 31], typically modeling the scene as a graph of con-
nected cameras to update or regress the 6DoF camera pose.

These approaches rely on 3D data to make their prob-
lems more treatable. Such data, however, is often not avail-
able, making it appealing to find a solution to the challeng-
ing problem of sparse scene estimation problem in 2D.

2.3. Use of Semantic Maps

Most works exploiting semantic maps are used for visual lo-
calization in 3DoF, i.e. as a 2D coordinate and a viewing an-
gle. This pose conveys less information than a camera pose
in 3D, but for some applications (e.g. in the automotive sec-
tor [53]) it is enough. Recent works [35, 47, 58, 62] use ref-
erence maps from OpenStreetMaps [8], which provide vec-
tor tiles with objects (polygonal areas, multi-segment lines,
or single points) representing various urban elements (e.g.
building outlines, roads, and objects, respectively). Local-
ization is then performed by comparing embeddings of the
visual query and of the reference information extracted at
different map locations [35, 58, 62] or regresses the 3DoF
pose from a visual query by comparing bird’s-eye view neu-
ral maps generated via GNNs from a query [47].

3. Methodology
MfM addresses the problem of generating a 2D global map
from a set of sparse and wide-baseline images. As illus-
trated in Figure 2, this is done across three main steps. First,
the images are turned into local maps (Figure 2.a), repre-
senting the spatial arrangement of the objects detected in the
images and their classes. These maps are obtained by re-
projecting the center of the object detections in 3D and then
projecting it on the ground plane, as detailed in Section 3.1.
MfM combines the local maps by forming a graph (Fig-
ure 2.b), in which the detections are represented as nodes,
the local maps as subgraphs, and the cross-map connections
as edges (Section 3.2). We then train a GNN to aggregate
the information and regress the location of each detected
object in the reference system of a global map (Figure 2.c),
while preserving the spatial layout of each local map.

3.1. Local Map Estimation

Given a set of K images I = {Ii}i∈[1,...,K], we estimate
a set of local maps M = {Mi}i∈[1,...,K]. First, we use
the Panoptic object detection algorithm [28] to identify the
objects in the scene. This results in a detection oij with
semantic label lij for each object j observed in the image.
We then estimate the distance dij of j from image i using
a monocular depth estimation algorithm [43] and averaging
the predicted per-pixel depth over the detection, following
[56]. Finally, we represent the coordinates of the detection
in the image as a bounding box bij . The use of monocu-
lar depth estimation and averaging the depth of the whole
detection into a single point will introduce some noise, and
for this reason we also evaluate the proposed approach us-
ing perfect depth (Sec. 4.3) and perform ablation tests on
the effect of noise on the local maps (Sec. 4.4).

Finally, we generate the local maps by reprojecting the
center of each bounding box in 3D, and then projecting it
onto the scene’s ground plane. We then define the location
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Figure 2. The MfM Pipeline. a) We extract 2D maps representing the spatial arrangement of detected objects, from the image’s point of
view. b) The maps are encoded as a graph, with a node for each detection, and edges connecting detections from the same image (Same-
Map) or with the same class label (Same-class). c) A GNN predicts the location of all object and the cameras in one reference frame.

cij ∈ R2 of j in the local map Mi as:[
cij
1

]
= Π

(
dij K

−1
i

[
bij

1

])
, (1)

where Π is the projection from 3D to a horizontal plane
orthogonal to the Ii, bij is the center of the bounding box
bij , and Ki is the intrinsic camera matrix associated with
image i, obtained from the nominal characteristics of the
camera. Equation (1) projects the objects out of the image
plane assuming a pinhole camera model, and we then define
the 2D location of the camera that captured the image as the
origin of the local map, i.e. as coordinates [0, 0].

3.2. Graph Formulation for the MfM Problem

To solve MfM, we frame the alignment problem in graph
form, addressing the alignment problem using the distribu-
tion of class labels and the spatial layout, instead of explic-
itly matching detections across views.

First, we define for each image Ii an undirected subgraph
Gi = {Vi, Ei}, with nodes Vi and edges Ei . We assign a
node to each object detection, and one to the camera associ-
ated with Ii. The edges Ei connect all nodes Vi, making Gi

a fully connected graph. We then aggregate the local maps
in a large, undirected graph G̃ = {Ṽ , Ẽ}, whose nodes are
defined as the union of all subgraph’s nodes Ṽ = ∪Gi

Vi.
The edges Ẽ are defined as Ẽ = (∪GiEi)∪El, where El is
the set of edges connecting all nodes associated to the same
class label, i.e. possible detection matches.

From the set of edges Ẽ, we then define a binary ad-
jacency matrix, denoted as A ∈ {0, 1}|Ṽ |×|Ṽ |; this is a

block diagonal structure connecting object detections from
the same image and off-block diagonal values define con-
nections between object detections with compatible classes.
The latter are meant to connect detections that could corre-
spond to the same object; since each camera node repre-
sents the unique point of view of the corresponding image,
no same-class edge is created between camera nodes.

Given the graph G̃, we encode in each of its nodes i
the relevant information from the corresponding image and
local map. We define the embedding ψ(cij , lij , bij) =
[cij , σ(lij), ϵ(bij)], where cij are the coordinates of the ob-
ject or camera in its local map; σ(lij) is the one-hot encod-
ing of the class; and ϵ(bij) is the bounding box fitted to the
detection of the object in the input image. For the camera
nodes there is no detection, and we set ϵ(bij) = 0.

3.3. GNN-based Alignment Module

We then introduced a three-stage alignment module. i) An
encoder Ψ(·) composed of a fully connected linear layer
with GeLu activation projects the aggregated initial em-
bedding ψ = [ψ(cij , lij , bij)]Ṽ into a higher-dimensional
space, such that ψ′ = Ψ(ψ) ∈ RF , where F is the dimen-
sion of the embedding space. ii) The projected embedding
is fed to a GNN (Ξ(·, ·)), producing an updated embedding
ψ′′(·) = Ξ(ψ′, G̃). The proposed method can be adapted for
a wide range of popular GNN, and a comparative study is
available in Section 4. iii) We project into coordinates on a
map as ĉ = Φ(ψ′′) ∈ R2, where Φ is a decoder based on a
fully-connected layer. This outputs the 2D positions of the
objects in a common reference frame, i.e. the global map.

The alignment module is trained in supervised fashion,
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minimizing the linear combination of three different losses:
Euclidean Camera-Object Pose Loss is the difference

between the predicted ĉj , and GT cGT
j pose of object j:

Le =
1

|Ṽ|

|Ṽ|∑
j=1

∥ĉl − cGT
l ∥22, (2)

Cross-Map Consistency Loss is the variance of the ĉi
predicted for detections of object j, plus the distance be-
tween the mean pose µj and the ground truth cGT

j :

Lµ =
1

T

T∑
j=1

 1

Nj

Nj∑
i=1

∥ĉi − µ̂j∥22 + ∥cGT
j − µ̂j∥22

 (3)

µ̂j =
1

Nj

Nj∑
j=1

ĉj , (4)

where T is the number of physical objects in the scene and
Nl is the number of nodes corresponding to object j. This
imposes the convergence of pose predicted for the same
scene element, by forcing the matched detections to have
the same predicted pose, close to the GT location.

Self-Similarity Loss measures the consistency between
the input local map and the predicted object locations in
the global reference system. For each subgraph Gi, the
original coordinates in the local map c0Gi

= {ci}i∈Gi
and

the predicted coordinates in the global reference system
ĉGi

= {ĉi}i∈Gi
define the self-consistency loss as:

Lσ =
∑
Gi∈G̃

∥c0Gi
− (λR · ĉGi + τ)∥, (5)

λ,R, τ = Θ(c0Gi
, ĉGi

) (6)

where Θ is a 2D Procrustean alignment algorithm that finds
the rigid transformation - defined by a rotation angle θ, a
scaling factor λ and a translation τ - that solves the problem:

Θ(ci, cj) = argmin
θ,τ,λ

∥ci − (λR(θ) · cj + τ)∥. (7)

To solve equation (9), we design a differentiable
2D alignment algorithm; implementation and a complete
derivation are available in the Supplementary Material. This
loss reflects the fact that, within each local map, the relative
spatial arrangement of the objects should be unchanged, re-
gardless the coordinate system (global or local).

Total Loss uses hyperparameters λe, λµ and λσ to bal-
ance the three loss terms:

L = λeLe + λµLµ + λσLσ, (8)

Given the intrinsic ambiguity in choosing the reference
system of the reconstruction, we expressing the GT always
in the reference system of the first subgraph. At inference,
the 2D coordinates regressed by the Alignment Module ĉ
are assumed to be the location of the observed objects in a
global reference system, as illustrated in Figure 2.c.

City Barcelona Berlin Lisbon Vienna Paris Avg.

Scenes 9 2 22 3 20 11.2
Avg. Objects 18.2 70.5 27.1 65.7 17.4 39.8
Avg. Images 16.2 86 31 127 21.9 56.4
Track Length 5.8 4.3 4.7 5.3 4.9 5

Table 1. Statistics on the scenes from extracted from Flatlandia.
We report for each city the number of distinct sub-scenes and their
average number of objects, images and average track length.

4. Experiments
The MfM problem is new, and there are no readily available
datasets and baselines in the literature. Therefore, we con-
struct a dataset from Flatlandia [56], a related dataset for
single-view camera localization on object maps in 3DoF.
We also generate a synthetic dataset used for ablations on
MfM. Both datasets are described in Section 4.1.

All models are first tested on the real-world data, to in-
vestigate whether the MfM problem is solvable with the
proposed approach (Section 4.3). Then, we use the syn-
thetic dataset to perform ablation tests on the effect of visi-
bility and noise in the local maps on MfM (Section 4.4).

All evaluations report performance in terms of localiza-
tion accuracy in meters for the predicted camera (µc) and
objects (µo) and their respective standard deviations σc, σo
computed over three runs initialized with different seeds;
for each experiment we highlight the best and second best
result. We also show, where appropriate, the failure rate of
the methods. This is defined as the percentage of scenes
where the error is significant i.e. greater than 7.5 meters, or
for which it was not possible to generate a reconstruction.
The latter case happened, for example, when COLMAP
cannot find enough keypoint matches to initialize the SfM
reconstruction process. As a final remark on evaluation,
MfM is also subject to gauge freedom [33] as most recon-
struction algorithms do, i.e. the global map predicted by
MfM is not in the same reference frame of the ground truth
data. We, therefore, use the alignment algorithm of Equa-
tion (9) to register the predicted objects and camera loca-
tions onto the ground truth global map. This also allows us
to report the performance on a metric scale.

4.1. Datasets

MfM Dataset - based on [56]. The Flatlandia [56] dataset
addresses the problem of 3DoF visual localization, and pro-
vides 2D local and reference maps obtained in 20 locations
over 5 European cities. The dataset provides 20 reference
maps annotated with a total of 2967 static objects, 6.3k ref-
erence images, and 2k query images. For the latter, the
dataset provides local maps and their correspondences to
the reference maps’ objects. The local maps are provided in
two forms i) ground truth: where the position of objects and
the camera is based on the global map (i.e. perfect maps);
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and ii) noisy ones obtained using MiDaS [43], a generic
monocular depth estimation model, to estimate the layout
of detected objects (Depth). These are meant as a noisy
limit case. The local maps are obtained using the nominal
intrinsic parameters provided by the image metadata, with-
out requiring a calibration step. This is a reasonable ap-
proximation, with values within 5% from the intrinsics cal-
ibrated using COLMAP. The dataset’s ground truth is ob-
tained by reconstructing the scenes using all data and the
COLMAP [51] SfM approach, the gold standard for recon-
struction from multi-view images and a common baseline
for scene reconstructions.

We construct a graph where each image from [56] is a
node. Image pairs are connected if they have detections of
at least three objects in common. Then, we extract all con-
nected subgraphs from each graph—sets of images with a
sufficient number of matched detections, i.e. three, for our
specific task. This pre-processing results in two dataset:
- MfM Large. We use the entire dataset and produce 56
sub-graps, with 32 images on average per subgraph and 7
detections per image; the sequences are then split between
training (51%), validation (24%) and testing (25%), ensur-
ing no image and no object appears in more than one split.
- MfM Small. We extract from MfM Large subgraphs of
five images with matched detections. This results in 70k
sequences, evenly split into training, validation and testing.

Our dataset split addresses the uneven geographical dis-
tribution of data in [56], which results in a wide range of
number of scenes per city, each with a different amount
of images and objects (Table 1). To provide a more bal-
anced dataset, we distribute the sequences to approach a
50% training, 25% testing and validation split, with a sim-
ilar variety in the number of images and of objects. This
does not prevent generalization, as shown in Section 4.4.
MfM Synthetic Dataset. For the Synthetic dataset, we gen-
erate maps by creating semantic maps with NO objects uni-
formly distributed in a box defined within the range [−1, 1].
Each object is randomly assigned a label from among NC

possible classes. Subsequently, we generate NM local se-
mantic maps by randomly choosing a point of origin, se-
lecting a subset of objects with each object observed with
a probability ϕ, and choosing a random, compatible view-
ing direction. This setup offers an ideal testing scenario for
proving the concept of the proposed method. In this evalua-
tion, we setNC = 5,NM = 8 andNO = 7, and we provide
an ablation of these values in the Supplementary Material.

4.2. Graph Neural Network Architectures

We consider different architectural solutions for our Align-
ment module, considering two categories of GNN mod-
els: i) Attention-based and ii) Non-Attention-based. The
attention-based models are designed to assign varying
weights to the edges between nodes in the graph. This is

achieved through a trainable attention mechanism that as-
signs larger weights to certain edges while diminishing the
significance of others. Attention allows the model to fo-
cus on specific relationships within the graph. In contrast,
the non-attention-based approach uses a more straightfor-
ward method for information aggregation. In these models,
every edge in the graph is treated based on a pre-defined
adjacency matrix, with no dynamic weight training capabil-
ity. For these experiments, we adopt four different architec-
tures, applying four consecutive layers of the following:
- GCN [27] uses a graph convolutional layer to aggre-
gate information from neighboring nodes of G, as ψ′′ =
Ξ(ψ′, G̃) = Θ

∑
v∈N (u)∪{u}(dudv)

− 1
2Auvψ

′
v . Here

Auv ∈ A, N (u) is the neighborhood of node u, du is its
vertex degree, and θ are the GNN weights.
- GAT [5] incorporates an attention mechanism between
the node embedding, as ψ′′ = Ξ(ψ′, G̃) = αuuΘψ

′
u +∑

v∈N (u) αuvΘψ
′
v , where αuv is the attention mechanism.

- SuperGAT [26] builds upon the previous method, GAT.
The main difference is that SuperGAT employs two types
of attention mechanisms, enabling self-supervised learning
of which edges carry the most information between nodes.
- TransformerGCN [52] combines the multi-head atten-
tion mechanism of the Transformer[57] and a fusion mech-
anism, applied to a standard GCN. ψ′′ = Ξ(ψ′, G̃) =
Θ1ψ

′
u+

∑
v∈N (u) αuvΘ2ψ

′
v , with αuv computed via multi-

head dot product attention.

4.3. MfM Evaluation

The first set of experiments evaluates the MfM solution
accuracy on the real-world scenes from MfM Dataset. We
consider four different scenarios of decreasing difficulty: a)
the standard graph formulation as proposed in (Section 3.2)
with noisy local maps as input, generated using monocular
depth estimation; b) the standard graph formulation with no
known matches between the detections in different views
but with the ground truth position of each node in its lo-
cal maps; c) the graph is modified to include the ground
truth detection matches, connecting nodes from different
subgraphs only if they represent the same object, with noisy
local maps as input; d) the graph with ground-truth detec-
tion matches with the the ground truth local maps.
COLMAP Baseline. We compare the performance of MfM
against those of COLMAP. Since COLMAP estimates for
each scene a set of 3D camera poses and a 3D point cloud,
its output cannot be directly compared with the 2D GT data
of the MfM dataset, and has to be first projected into 2D
points on a horizontal map. After identifying the ground
plane of the reconstruction, the 2D camera locations are ob-
tained by directly projecting the camera centers on it; for
the object locations, instead, we identify and cluster the 3D
points corresponding to all detections of each object, and
project the center of the cluster on the ground plane.
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Method Fail (%) µc ± σc (m) µo ± σo (m)

Sm
al

lS
ce

ne
s COLMAP (Baseline) 80 2.50 ± 2.64 1.16 ± 2.09

MfM + GCN 34 3.70± 2.12 3.82 ± 1.47
MfM + GAT 30 3.75 ± 2.17 3.58 ± 1.66

MfM + SuperGAT 36 3.58 ± 2.11 3.65 ± 1.57
MfM + Transf.GCN 37 3.73 ± 2.24 3.48 ± 1.59

L
ar

ge
Sc

en
es COLMAP (Baseline) 45 1.12 ± 1.52 1.20 ± 0.79

MfM + GCN 15 4.01 ± 1.74 2.56 ± 1.15
MfM + GAT 5 3.67 ± 1.76 2.66 ± 1.28

MfM + SuperGAT 10 3.82 ± 1.68 2.74 ± 1.23
MfM + Transf.GCN 10 3.77 ± 1.78 2.72 ± 1.62

Table 2. MfM Dataset Evaluation (Section 4.3): Average camera
(µc) and object (µo) error, their standard deviation (σc and σo),
and the failure percentage (Fail) of MfM using noisy inputs (Depth
Local Maps), compared against standard COLMAP.

Method Fail (%) µc ± σc (m) µo ± σo (m)

Sm
al

lS
ce

ne
s COLMAP (Baseline) 80 2.50 ± 2.64 1.16 ± 2.09

MfM + GCN 32 3.83± 2.15 3.76 ± 1.61
MfM + GAT 34 3.71 ± 2.13 3.58 ± 1.46

MfM + SuperGAT 35 3.62 ± 2.21 3.67 ± 1.66
MfM + Transf.GCN 37 3.63 ± 2.15 3.51 ± 1.53

L
ar

ge
Sc

en
es COLMAP (Baseline) 45 1.12 ± 1.52 1.20 ± 0.79

MfM + GCN 10 3.98 ± 1.73 2.84 ± 1.59
MfM + GAT 15 3.62 ± 1.64 2.81 ± 1.87

MfM + SuperGAT 5 4.14 ± 1.83 2.70 ± 1.49
MfM + Transf.GCN 10 3.61 ± 1.50 2.83 ± 1.39

Table 3. MfM Dataset Evaluation (Section 4.3): Average camera
(µc) and object (µo) error, their standard deviation (σc and σo),
and the failure percentage (Fail) of MfM using perfect inputs (GT
Local Maps), compared against standard COLMAP.

Method Fail (%) µc ± σc (m) µo ± σo (m)

Sm
al

lS
ce

ne
s COLMAP (Baseline) 80 2.50 ± 2.64 1.16 ± 2.09

MfM + GCN 35 3.72 ± 2.26 4.01 ±1.42
MfM + GAT 30 3.60 ± 2.13 3.49 ±1.53

MfM + SuperGAT 26 3.59 ± 2.07 3.44 ±1.63
MfM + Transf.GCN 31 3.65 ± 2.10 3.87 ± 1.39

L
ar

ge
Sc

en
es COLMAP (Baseline) 45 1.12 ± 1.52 1.20 ± 0.79

MfM + GCN 10 4.48 ± 1.43 2.91 ± 1.63
MfM + GAT 10 3.94 ± 1.74 2.58 ± 1.20

MfM + SuperGAT 5 3.70 ± 1.98 2.67 ± 1.42
MfM + Transf.GCN 5 3.97 ± 1.92 2.73 ± 1.39

Table 4. MfM Dataset Evaluation with Known Detection Matches
(Section 4.3): Average camera (µc) and object (µo) error, their
standard deviation (σc and σo), and the failure percentage (Fail)
of MfM using noisy inputs (Depth Local Maps).

MfM Dataset Evaluation. Table 2 and Table 3 report the
results of scenarios a and b respectively. The COLMAP
baseline achieves more accurate localization, as expected.
SfM pipelines uses more precise feature point matches to-
gether with outlier-free correspondences. This information
is not available in the MfM pipeline, which localizes ob-
jects on a map rather than computing an accurate 3D point
cloud. However, when compared to MfM, COLMAP ex-
hibits a significantly higher failure rate, reaching 45% on
MfM Large and a notable 80% on MfM Small. In con-
trast, the average failure rates for MfM in both scenarios

Method Fail (%) µc ± σc (m) µo ± σo (m)

Sm
al

lS
ce

ne
s COLMAP (Baseline) 80 2.50 ± 2.64 1.16 ± 2.09

MfM + GCN 30 3.86 ± 2.27 3.77 ± 1.56
MfM + GAT 27 3.57 ± 2.05 3.53 ±1.53

MfM + SuperGAT 25 3.64 ± 2.10 3.49 ±1.54
MfM + Transf.GCN 31 3.86 ± 2.16 3.59±1.42

L
ar

ge
Sc

en
es COLMAP (Baseline) 45 1.12 ± 1.52 1.20 ± 0.79

MfM + GCN 10 3.95 ± 1.78 2.67 ± 1.42
MfM + GAT 5 3.91 ± 1.81 2.77 ± 1.33

MfM + SuperGAT 5 3.84 ± 1.73 2.73 ± 1.45
MfM + Transf.GCN 5 3.66 ± 1.68 2.64 ± 1.15

Table 5. MfM Dataset Evaluation with Known Detection Matches
(Section 4.3): Average camera (µc) and object (µo) error, their
standard deviation (σc and σo), and the failure percentage (Fail)
of MfM using perfect inputs (GT Local Maps).

are around 34% and 10%, respectively. This disparity arises
due to the sparse nature of input images, leading to insuffi-
cient feature matches for initializing the Bundle Adjustment
(BA) process that often fails. It is noteworthy that among
the MfM models, there is a minimal disparity between the
two configurations—when provided with the correct posi-
tion (scenario b) v/s a noisy position (scenario a) in the local
maps The results highlight the models’ resilience to noise in
the initial embedding, showcasing comparable performance
across scenarios. As a final remark, the proposed approach
is significantly more efficient than COLMAP. On both large
and small scenes, MfM on average needs 2.8 ms to esti-
mate the global map, with SAGE being the fastest at 1.8
ms and SuperGAT being the slowest at 3.5 ms. In contrast,
COLMAP’s bundle adjustment requires on average 89.8 s
for MfM large and 0.81 s for MfM short.
MfM Dataset Evaluation with Known Detection
Matches. Table 4 and Table 5 report the results of sce-
narios c and d respectively, where the graph is modified
to include the ground truth detection matches with the
correct position and with a noisy position. Looking at the
performance, we can see that while the average results
are comparable to Table 2 and Table 3, the additional
information has a positive impact on the failure rate (−5%),
with an average failure rate of 28% for MfM small and
6.5% for MfM large. Comparing the two scenarios c and d,
MfM models demonstrate resilience to the noise introduced
in the initial embedding. The largest performance gap is
observed for the GCN architecture, and is attributed to
the model’s challenges in mitigating the propagation of
incorrect information within the graph.

4.4. Ablation

To investigate the dependence of MfM on the accuracy
of the local maps and the density of the graph’s edge list,
we conduct two experiments on the Synthetic MfM dataset:
i) varying noise level on the objects’ locations in the local
maps, and ii) changing the visibility, i.e. the fraction of the
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∆xy 0.0m 2.5m 5m 7.5m

Method F µ F µ F µ F µ

MfM + GCN 0 1.0 0 0.7 1 1.0 1 1.1
MfM + GAT 0 0.3 0 0.3 0 0.6 0 0.9
MfM + SuperGAT 0 0.3 0 0.3 0 0.7 0 0.9
MfM + Transf.GCN 0 0.2 0 0.2 0 0.3 0 0.4

Table 6. Effect of Local Map Noise on MfM (Section 4.4): Failure
percentage F and per-object error µ (m) as a function of noise in
the local maps’ accuracy (∆xy).

ϕ 1.0 0.75 0.5 0.25

Method F µ F µ F µ F µ

MfM + GCN 0 1.0 75 5.8 97 6.4 99 6.7
MfM + GAT 0 0.3 75 5.7 97 6.4 99 6.2
MfM + SuperGAT 0 0.3 76 5.8 97 6.0 99 6.3
MfM + Transf.GCN 0 0.2 75 5.7 97 6.2 99 4.5

Table 7. Effect of Visibility on MfM (Section 4.4): Failure per-
centage F and per-object error µ (m) as a function of visibility ϕ.

scene’s objects observed by each local map.

We apply displacements in a random direction and an
amplitude in the range [0,∆xy], with ∆xy ∈ {0, 2.5, 5, 7.5}
meters. The results, reported in Table 6, show the robust
performance of all methods, featuring low failure rates and
precise localization despite the injection of noise in the ini-
tial map coordinates. Nevertheless, the discernible impact
of noise becomes evident as mean errors increase at higher
noise levels. The GCN model exhibits a constant slight rise
in failure rates, possibly attributable to its relatively lower
complexity compared to alternative solutions.

We then test the robustness of MfM to occlu-
sions and other visibility-reducing effects. Table 7 re-
ports performance for different levels of visibility ϕ ∈
{1.0, 0.75, 0.50, 0.25}, where ϕ is the probability of each
scene’s object being observed by a given camera. With
perfect detections (ϕ = 1.0), the mean object localization
achieves sub-meter accuracy (maximum error is 0.96 for
GCN), with zero failures. However, as visibility decreases,
we observe a substantial reduction in localization accuracy.
This makes good visibility fundamental to solve MfM, but
as long as enough objects are partially observed we can
achieve accurate localization, irregardless of camera view.
In contrast, SfM requires matching visual features, i.e. over-
lapping fields of view, which is a stricter requirement.

We then test the generalization capabilities of MfM, by
performing leave-one-out cross-validation over the imbal-
anced data of the 5 cities. Table 8 shows the performance
of two models - MfM + TransformerGCN and MfM + CGN
- tested on sequences from one city and trained on the re-
maining ones; on average, the weighted mean of these re-
sults differs from the values reported in Tab. 3 by only 5.8%,
confirming that the model can generalize to unseen cities.

MfM+GCN MfM+TransformerGCN
Test Set Fail µc ± σc µo ± σo Fail µc ± σc µo ± σo

Barcelona 0 3.9 ± 1.1 1.7 ± 0.5 0 4.2 ± 1.4 1.9 ± 0.6
Berlin 0 5.1 ± 1.5 3.6 ± 1.4 0 5.3 ± 1.5 3.6 ± 1.2
Lisbon 10 3.5 ± 2.0 2.7 ± 1.2 10 3.3 ± 1.8 2.7 ± 1.2
Vienna 10 3.5 ± 1.8 3.0 ± 1.7 15 3.5 ± 2.0 3.4 ± 1.7
Paris 15 3.5 ± 1.8 3.0 ± 1.7 10 3.5 ± 2.0 3.4 ± 1.7
Mean 9.8 3.6 ± 1.7 2.7 ± 1.4 8.3 3.6 ± 1.8 2.9 ± 1.3

Table 3 10 4.0 ± 1.7 2.8 ± 1.6 10 3.6 ± 1.5 2.8 ± 1.4

Table 8. Generalization of MfM. Performance testing on a city
and training on the others, reporting the average camera (µc ± σc)
and object (µo ± σo) error and the fraction of failed scenes (Fail).

5. Conclusion
In the paper, we propose a solution to the novel task of
MfM, i.e. generating 2D object maps by fusing into a global
reference frame a set of local 2D semantic maps, represent-
ing the partial 2D map as observed from their view point.
This initial method provides a first step towards develop-
ing tools to automatically generate annotations on 2D maps
from uncalibrated images, without having to generate a 3D
reconstruction of the scene or establish matches between
the images. We shown how the proposed approach, MfM,
can provide accurate maps even in the presence of limited
information, such as noisy input maps and no availability
of cross-view match between the detected objects. Even in
these challenging scenarios, MfM provides an average lo-
calization within GPS accuracy. Moreover, when applied to
sequences of very sparse images (e.g. five) with large view-
point changes, MfM achieves approximately three times
lower failure rate than COLMAP.

The main limitation of the approach, as demonstrated in
the ablation experiments, lies in its dependency on objects’
covisibility among the multi-view images. Based on empir-
ical estimations, every image must share at least three de-
tections with another view. Images containing only classes
not observed in the other images will result in disconnected
subgraphs in G̃, making the alignment impossible.

Future work will expand the approach to predict accu-
rate detection matches across maps, to improve the informa-
tion aggregation capabilities of graph-based learning mod-
els. This will allow extending the approach to tasks like
multi-view object localization. Additionally, depth estima-
tion is not the most accurate way for generating top-view
maps, and was used to provide a lower-accuracy limit; fu-
ture work will employ more sophisticated approaches, like
generating segmented BEV maps from each image.
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A. Derivation of the 2D Alignment Algorithm
In Section 3.3 of the main paper, we introduce a Self-
Consistency Loss that requires finding the optimal transfor-
mation aligning two maps, i.e. two sets of 2D points, in the
same reference frame. To train the model, we need this loss
to be differentiable, with stable gradients and efficient to
compute.

To satisfy these requirements, we introduce a novel
alignment algorithm constrained to a 2D surface and in-
spired by the Procrustes algorithm. Consider two 2D points
ci and cj where ci, cj ∈ RN×2, with the same number of
elements and sorted such that the n-th element of ci and cj
represent the same object but in different reference frames.
These 2D point arrangements can be aligned by finding the
rigid transformation defined by a rotation angle θ, a scaling
factor λ, and a translation τ that solves the problem:

Θ(ci, cj) = argmin
θ,τ,λ

∥ci − (λR(θ) · cj + τ)∥. (9)

To find this transformation, we first center and normalize
the two point clouds, to reduce the alignment problem to
estimating a rotation around the cloud’s centers:

τi =
1

N

∑
ci τj =

1

N

∑
cj (10)

λi =∥ci − µi∥ λj = ∥cj − µj∥ (11)

c′i =
ci − τi
λi

c′j =
cj − τj
λj

. (12)

We can then compare the angular distribution of points in
c′i and c′j , to estimate the rotation angle θji that best aligns
them. The orientation of point l in the point cloud c′i, θ

i
l ,

can be obtained as γil = ∥cli∥−1cli = [cos(θil), sin(θ
i
l)],

i.e. by normalizing the vector connecting the point to the
center of the cloud µk. The two angular distributions
are found as γi =

{
[cos(θil), sin(θ

i
l)]

}
l∈c′i

and γj ={
[cos(θjl ), sin(θ

j
l )]

}
l∈c′j

.

Due to the possible presence of noise in the input 2D
point clouds, we compute the average angular distance be-
tween pairs of matched points to find the rotation angle θji
mapping the two distributions. This is performed using the
Prosthaphaeresis formulas, which can be computed as fol-
lows:

sin θji =
1

N

∑
l

(sin θlj cos θ
l
i − cos θlj sin θ

l
i) (13)

cos θji =
1

N

∑
l

(cos θlj cos θ
l
i − sin θlj sin θ

l
i) (14)

R(θji) =

[
cos θji sin θji
− sin θji cos θji

]
. (15)

11



a) Nodes from Detections

c) Same-Class Connections

b) Same-Map Connections

1 0 01

0 0 01

d) Embeddings Initialisation

Figure 3. Graph Formulation for the MfM problem. Given a set of local maps, we a) assign to each map annotation a node in the graph and
b) draw intra-map edges to generate a complete subgraph for each map. We then c) draw inter-map edges connecting detections matched to
the same object. Finally, we d) assign to each node of the graph an embedding defined by concatenating the detection’s coordinates in the
corresponding local map, the one-hot encoding of its semantic class, and the location of a bounding box fitted to the segmentation mask.

The rotation R(θji), the scaling factor λi and the trans-
lation τi then define the optimal transformation mapping cj
onto ci, i.e. ci ≈ λiR(θji) · cj + τi.

B. Graph Formulation for the MfM Problem

To provide more insight in the process of encoding multiple
local semantic maps into a graph structure, we highlight in
Figure 3 the structure of the connectivity matrix, detailing
how the objects are turned into nodes (3.a); how to draw
same-map (3.b) and same-class (3.c) connections; and how
to initialize the embeddings (3.d). The process is also sum-
marized as pseudocode in Algorithm 1.

C. Ablation on Loss Components

In Section 3.3 of the main paper, we propose applying a
combination of three loss functions (Euclidean Camera-
Object Pose, Cross-Map Consistency, and Self-Similarity)
to train the GNN-based Alignment Module. In this section,
we highlight the effect of varying the combinations of loss
functions, as our goal is to explore the advantages of uti-
lizing these three losses simultaneously. Using MfM with
a TransformerGCN network, we show results on both the
MfM Dataset Small and Large scenes in the two opposite
configurations: i) graph with no known matches between
the detections in different views and noisy local maps as
input (Depth Local Maps + Class-based Correspondences),

Data: Images Ii, Objects Oi, Cameras Ci, Objects’
Classes Li

Result: Graph G̃
// Subgraph Definition
for each image Ii do

Vi = Oi ∪ Ci

Ei = {(u, v) | ∀u, v ∈ Vi}
Gi = {Vi, Ei}

end
// Large Graph Definition
Li = {lij}j∈[1,...,|Oi|]

Õ = ∪Gi
Oi

Ṽ = ∪Gi
Vi

for all objects os ∈ Oi do
for all object ot ∈ Om do

Est = (vs, vt) if lis = lmt, where
vs, vt ∈ Ṽ

end
end
El = {Est}s∈[1,...,|Õ|],t∈[1,...,|Õ|]

Ẽ = (∪GiEi) ∪ El

G̃ = {Ṽ , Ẽ}
Algorithm 1: Graph Formulation for the MfM problem.

and ii) graph with ground-truth detection matches and the
ground truth local maps (GT Local Maps + GT Detection
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Figure 4. Average Euclidean error on the reconstructed object lo-
cations (µo).

Matches).
As shown in Table 9, defining the loss function to in-

corporate all three losses proves to be advantageous for the
overall predictive performance. Across both datasets and
their various configurations, the MfM baseline, utilizing all
three losses, consistently attains good results. Conversely,
when the self-similarity loss is omitted, there is a noticeable
decline in performance. The exclusion of either Euclidean
Camera-Object Pose Loss or Cross-Map Consistency Loss
leads to increased fluctuations in the results.

D. Ablation on Synthetic Dataset
In the main paper, we report results on synthetic scenes us-
ing 8 cameras observing a scene with 7 object of 5 pos-
sible classes. These parameters were decided on empiri-
cal bases, after testing different combination of object and
classes sizes. In this section, we summarize the results of
such hyperparameter tuning. We set the visibility parame-
ter to 1.0 (ϕ = 1.0) and the noise level on the objects’ loca-
tions in the local maps to 0 (∆xy = 0). We report the results
based on the average Euclidean error on the reconstructed
object locations (µo).

The results, as illustrated in Figure 4, reveal the trend
where when the number of objects increases, the recon-
structed object location error decreases. This observation
underscores the correlation between the number of objects
and the increased accuracy in the process of object localiza-
tion.

E. Experiment Details
Hardware. The experiments were conducted on a ma-
chine with an NVIDIA RTX 4090 GPU, 64 GB RAM, and
12th Gen Intel(R) Core(TM) i9-12900KF CPU @ 3.20GHz.

Model Setting. We train MfM in combination with dif-
ferent models using Adagrad as the optimization algo-
rithm [11]. During our training process, we set a maxi-
mum of 1000 epochs, but we stopped the training earlier to

prevent unnecessary iterations when the validation error no
longer decreases. We optimized the weight decay using the
Bayesian optimization technique and obtained two different
results based on the dataset:
• MfM Real Dataset. We set the weight decay to 0.007.
• MfM Synthetic Dataset. We set the weight decay to

0.046.
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Depth Local Maps + Class-based Correspondences

Method Small Scenes Large Scenes
Fail (%) µc ± σc µo ± σo Fail (%) µc ± σc µo ± σo

MfM Baseline 37 3.7 ± 2.2 3.5 ± 1.6 10 3.8 ± 1.8 2.7 ± 1.6
MfM w/o Euclidean Cam-Obj Pose 36 3.7 ± 2.1 3.5 ±1.5 10 3.9 ± 1.7 2.6 ± 1.4
MfM w/o Cross-Map Consistency 37 3.5 ± 2.2 3.5 ±1.5 10 3.7 ± 1.7 3.0 ± 1.6
MfM w/o Self-Similarity 40 3.8 ± 2.2 4.2 ±1.5 10 3.8 ± 1.7 3.1 ± 1.5

GT Local Maps + GT Detection Matches

Method Small Scenes Large Scenes
Fail (%) µc(m) ± σc(m) µo(m) ± σo(m) Fail (%) µc(m) ± σc(m) µo(m) ± σo(m)

MfM Baseline 31 3.9 ± 2.2 3.6 ± 1.4 5 3.7 ± 1.7 2.6 ± 1.2
MfM w/o Euclidean Cam-Obj Pose 35 3.7 ± 2.2 3.5 ±1.6 5 3.8 ± 1.8 2.4 ± 1.1
MfM w/o Cross-Map Consistency 31 3.9 ± 2.2 3.6 ±1.5 5 3.7 ± 1.9 3.1 ± 1.4
MfM w/o Self-Similarity 31.9 3.7 ± 2.1 4.1 ± 1.4 5 4.2 ± 2.0 3.1 ± 1.7

Table 9. Given a set of local 2D semantic maps from the Small and Large sequences of the MfM Dataset, we report the performance of
MfM using i) noisy inputs (Depth Local Maps + Class-based Correspondences) and ii) perfect inputs (GT Local Maps + GT Detection
Matches). Results include the average Euclidean error on the reconstructed object locations (µo), and its standard deviation (σ0). We report
the fraction of scenes for which the reconstruction failed (Fail).
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